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1Introduction
 The story of graphene begins with graphite, a material known for its use in pencils.Graphite consists of stacked layers of carbon atoms. In the layers, the carbonatoms are arranged in a hexagonal lattice and are fixed at their positions by strongcovalent bonds between them. Unlike the atoms in such a layer, the atoms of twoadjanct layers are only weakly bound by a van der Waals force. Such a single layer ofgraphite is called graphene (Boehm et al., 1994). Nowadays it is common languageto speak of single-layer, bilayer, trilayer, . . . , multi-layer graphene. Therefore itmight be more appropriate to state that graphene is a few layers of graphite, withthe amount of layers being small such that the properties are clearly different frombulk graphite. In this work I will limit myself to single-layer graphene (the “real”graphene) and bilayer graphene.
 Figure 1.1: Graphene can be seen as the building block of the other carbon al-lotropes, fullerenes, nanotubes and graphite. Taken from (Castro Neto et al., 2006).
 Among pure carbon materials such as diamond, graphite, nanotubes and fullerenes,graphene can be considered the building block for the latter three, see Fig. 1.1, be-ing studied since a long time. Theoretical work on graphene was done—mostly withthe purpose to study the other allotropes—since 1947 starting with Wallace’s bandstructure calculation (Wallace, 1947). The peculiar Landau levels (LLs) were alsoknown (McClure, 1956, 1957), as well as the relativistic Hofstadter butterfly (Ram-
 1
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CHAPTER 1. INTRODUCTION
 mal, 1985). The possibility of a relativistic analog with graphene as a condensedmatter system was investigated around the ’80s (Semenoff, 1984; DiVincenzo andMele, 1984; Haldane, 1988). The discovery of carbon nanotubes (Iijima, 1991)boosted the theoretical research concerning graphene again. In these early daysthere were also a few experimental papers on graphene, free standing (in solution)graphene (Boehm et al., 1962), as well as epitaxial graphene, mostly grown on met-als (Bommel et al., 1975; Land et al., 1992; Itoh et al., 1991), and by intercalationof graphite (Shioyama, 2001). But it was not before the year 2004, advocated bypeople such as Andrey Geim and Walter de Heer, that this material reached itsbreakthrough in popularity. The reason for this is that at that time two publishedscientific papers stated that they were able not only to fabricate graphene but theyalso could access its electronic properties by being able to contact graphene flakes(Berger et al., 2004; Novoselov et al., 2004). This brought graphene on the samelevel as carbon nanotubes, whose electronic transport properties were already con-sidered outstanding. It also allowed researchers to investigate the properties of itscharge carriers, which act in certain approximations as a two-dimensional electrongas (2DEG) consisting of relativistic massless fermions. We end this short noteon history by mentioning that this resulted in the Nobel prize in physics beingawarded to Andre Geim and Kosteya Novelosov in 2010 for their work done inthis field. We will now briefly go through some of graphene’s peculiar proper-ties and their advantages, first for single-layer graphene and afterwards for bilayergraphene. For in-depth reviews see, for example, Castro Neto et al. (2009); Abergelet al. (2010); Peres (2009); Young and Kim (2011); Das Sarma et al. (2011); Cooperet al. (2012), we like to mention also the website ‘Graphene Times’ 1 where recentnews on graphene research can be found.
 Figure 1.2: STM image (100×100 nm) showing the formation of a graphene islandstructure on a Platinum surface; the image was obtained at room temperature afterannealing ethylene over Pt (111) at 1230 K (adapted from Ref. (Land et al., 1992)).
 Apart from being the thinnest layer of graphite, and therefore a perfect two-dimensional (2D) crystal, single-layer graphene has a plethora of interesting prop-
 1URL: http://graphenetimes.com
 2
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1.1. GRAPHENE: THE MAKING OF
 erties. Starting from its mechanical robustness, making it on the micro-scale avery strong material (Lee et al., 2008), and nearly impenetrable for gas molecules(Leenaerts et al., 2008), it furtermore has appealing electronic properties usefulfor micro-electronic applications, such as ballistic transport over distances longerthan a micron, large mobility of its charge carriers, a gapless electronic spectrum,no backscattering of electrons as is the case in carbon nanotubes, and comparedto the latter, graphene’s 2D nature makes it easier to electrically contact (largecontact region possible), which is very important for possible device applications.Moreover, from a fundamental point of view graphene is interesting to study be-cause its electrons behave as a 2D gas of massless relativistic fermions. Althoughthe latter behavior is approximate and valid only for low energy charge carriers,allowing quite some fundamental theories to be tested. As examples we mentionthe Klein paradox, Zitterbewegung, etc. Along the same line we find a quantumHall effect (QHE), which is at odds with the normal 2DEG, originating from thedifferent LL arrangement and probably experimentally the clearest characteristicof the relativistic behavior (Zhang et al., 2005).
 Bilayer graphene also received a lot of attention, for which there are multiplereasons. First, although the electronic structure is nonlinear, it is still gapless andcompletely different from any other 2DEG system. Next, researchers were able toopen a gap and even tune it by applying a bias between the two layers (McCann,2006; Castro et al., 2007). This is in contrast to single-layer graphene where openinga band gap is rather difficult by virtue of the Klein paradox. Because the openingof a band gap is essential for the realization of digital transistors, in order to realizea large enough on/off ratio. Furthermore, the low energy quasi-particles in bilayergraphene as well as in graphene are chiral particles, but with a different Berryphase factor of 2π instead of π.
 Next we will give a short overview on the fabrication of graphene.
 1.1 Graphene: the making of
 Three very popular ways to create graphene are (1) mechanical exfoliation (alsocalled mechanical cleavage) of highly oriented pyrolytic graphite (HOPG), (2) thegrowing of epitaxial graphene from SiC crystals, and (3) the creation of single-layergraphene by chemical vapor deposition (CVD) of, for example, CH4 molecules onactive Ni or Cu. We will briefly review each of these three techniques.
 1.1.1 Mechanical exfoliation
 For this type of technique one starts with a thin graphite sample, preferably HOPG.By rubbing this sample against a substrate one obtains graphene. Between theseflakes there will occasionally be some single-layer microscopic parts. The latter justhave to be localized, a difficult task that is explained in the following paragraph.As an intermediate step one often uses the “scotch-tape trick” before rubbing on asubstrate. This means that one first puts the graphite sample on a piece of adhesive
 3
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CHAPTER 1. INTRODUCTION
 tape. By folding the tape repeatedly one splits the flake into many thinner flakes.This increases the chance to find single-layer regions on the substrate. In Fig. 1.3some steps of the process are shown.
 (a)
 (c) (d)
 (b)
 Figure 1.3: (a) Using an adhesive tape to put some graphite flakes on the SiO2
 wafer. (b) Graphene residuals on the wafer viewed with an optical microscope. (c)AFM picture of a graphene flake. Taken from Peres (2009). (d) Graphene stuckon a lattice of golden wires. (b,d) were taken from Geim and MacDonald (2007).
 Having obtained the graphene residuals on the substrate it is necessary to findsome nice, sufficiently large, single-layer graphene regions among them. This canbe accomplished by using a SiO2 substrate with a thickness of 300nm. Whenvisualizing this using an optical microscope, the interference between the layersand the graphene sample makes that different thickness of layers give rise to adifferent reflection intensity (the importance of the 300nm and its influence is stillunder debate), thereby looking different under the microscope. From this, one canguess which regions are likely to consist of single-layer graphene. Finally one verifieswhether the guess from the optical microscope observation was correct with moreaccurate techniques such as atomic force microscopy (AFM), Raman spectroscopy,etc.
 Although easy to implement and using rather inexpensive equipment, mechan-ical exfoliation is a technique that is impossible to use for mass production, unlikethe other two techniques we will describe below. Also the size of the samples oneis able to obtain is limited, typically up to millimeter size, see Fig. 1.3(c).
 4
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1.1. GRAPHENE: THE MAKING OF
 1.1.2 Epitaxial graphene
 (a)
 (b)
 (c) (d)
 Figure 1.4: The confinement controlled sublimation method applied by the group ofW. de Heer to obtain epitaxial graphene layers. (a) Drawing of the SiC sample withgraphene layers grown on the silicon side and the carbon side, giving rise to fewlayer graphene (FLG) and multi-layer epitaxial graphene (MEG), respectively. (b)The sublimed Si gas is confined in a graphite enclosure so that growth occurs in nearthermodynamic equilibrium. Growth rate is controlled by the enclosure aperture(leak), and the background gas pressure. (c) Photograph of the induction furnace.Taken from de Heer et al. (2011). (d) High Resolution Transmission ElectronMicroscopy images of SiC with three layers of graphene grown on top. In theschematical inset red and blue dots stand for Si-atoms and C-atoms, respectively.Distances between the layers are given at the right side of the picture. Taken fromNorimatsu and Kusunoki (2009).
 Epitaxial layers of graphene have been grown by the group of de Heer usingthe confinement controlled sublimation method (de Heer et al., 2011), see Fig. 1.4.With this method one heats the SiC sample inside a vacuum to high temperatures(around 1600K). At these temperatures, the Si atoms of the surface layers evapo-rate. Doing so, Si-gas is formed above the sample. Regulating the pressure of thisgas, allows to slowly sublimate the Silicon atoms and thereby grow graphene layerby layer on top of the sample. After cooling down one is left with SiC with a fewlayers of graphene on top of it. There are two different surfaces of SiC samplesupon which one can grow graphene: the silicon and the carbon terminated side.
 The carbon terminated side allows slow and therefore more accurate growththan the silicon terminated one. On the downside, the carbon layers grown on thisside are more connected (i.e. more strongly bound) to the substrate and heavilydoped by it.
 On the silicon terminated side the growth is fast and less accurate. But as onestarts growing more layers, on this side, the layers do not influence each other that
 5
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CHAPTER 1. INTRODUCTION
 much due to rotational disorder between them. This makes that the electronicproperties of these multi-layered samples can resemble the ones of a single-layersample.
 Using this method it has already been shown that samples of the order of acentimeter can be obtained.
 (a) (b)
 (c) (d)
 Figure 1.5: (a) Schematical representation of CVD. (b) Large graphene single-crystals (islands). (c) Samsung’s CVD set-up, a Cu roll serves as a substrate forthe graphene layer. (d) Multiple large continuous graphene layers deposited on apolymer substrate, obtained by Samsung’s method. Taken from Bae et al. (2010).
 1.1.3 Chemical Vapor Deposition
 Unexpectedly nice results were obtained by growing graphene by CVD of CH4
 molecules onto a copper substrate. The drawing in Fig. 1.5(a) shows the ideabehind this method: methane molecules are brought in contact with the coppersurface and can react with it, decomposing in two H2 molecules and a C-atom,where the latter will stick to the copper surface. The carbon atom is only weaklybound by the surface and can easily move around, eventually it finds other carbonatoms and attaches itself to them via covalent bonds. Since the growth can start atseveral points at the same time, large graphene islands, see Fig. 1.5(b)), will haveto merge to a single graphene layer, during this process grain boundaries form. Theorigin of this growth mode is that with Cu as a reactive substrate only a single
 6
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1.2. GRAPHENE NANO-ELECTRONICS
 layer of carbon atoms is formed. After the Cu surface is covered the growth stopsautomatically (under specific growing conditions).
 This technique is already used by Samsung to fabricate huge single-layer samples(order of a meter in size), see Figs. 1.5(c,d). These samples were not perfect though,but contained a lot of defects and grain boundaries leading to lower mobility. Theyobtained an average oriental coherence (no mismatch in the lattice orientation) ofa few hundred micron. Moreover deposition on different substrates using a “roll toroll” technique was shown.
 1.2 Graphene nano-electronics
 The previous section showed the existence and fabrication of graphene samples.Here it is shown that electronic nano-structures based on graphene, in particulargraphene heterostructures and superlattices, which are studied in this work, arefeasible.
 1.2.1 Heterostructures
 A heterostructure is a system consisting of multiple regions with different electronicstructure. The electronic structure is determined to a large extend by the shapeand position of the conductance and valence band of the material. Therefore, wemust be able to change the band-structure locally. In graphene this can be donein several ways. Firstly, one can induce charge carriers in graphene by bringingcharges nearby the sample, which can for example be done by putting a metallicgate on top or underneath the graphene sample. In Fig. 1.6 an expermental set-up is shown of a device where charge carriers are induced by metallic gates, theelectrostatic potential in panel (b) shows that the carriers in the middle region areholes (p-type) while in the rest of the sample they are electrons (n-type), hencethis device is an npn-junction. Secondly, one can introduce a gap in graphene’sgapless spectrum, which can be done by chemical doping of the graphene sampleor putting it on a substrate like Boron Nitride.
 1.2.2 Superlattices
 From the point of view of electronics, it is very useful to be able to alter theelectronic structure of a material. A classical and well known approach is to ap-ply a periodic potential structure (superlattice (SL)) on the material whose bandstructure one wants to alter (Smith and Mailhiot, 1990). This can be done byperiodically in space changing some external influence on the sample, for example,by applying a periodically fluctuating electro-magnetic potential, by alternatingregions of different doping of the material, or by topographically changing thegraphene sheet by, e.g. strain. In this work we will use mainly one-dimensionalelectric SLs.
 The most versatile and neatest way to produce such a periodic structure fromthe theorists’ point of view seems to be repeating the previous npn-junction to
 7
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CHAPTER 1. INTRODUCTION
 Figure 1.6: A working npn-junction based on graphene: (a) Schematic view of thedevice. (b) The Electrostatic potential profile U(x) along the cross section of (a).The one-dimensional barrier (npn) structure generated by the voltages applied tothe back gate and the top gate. (c) Optical image of the device. The grapheneflake is indicated by the dashed line. Picture taken from Huard et al. (2007).
 several ones, by using more top gates. There are other experimentally more feasibleor interesting ways though; to give an idea of the options, I will briefly mentionsome of them here. These are certainly not all nor necessarily the best methods.
 i) Doping the graphene sheet can be done by electron beam induced depositionof atoms (Meyer et al., 2008), e.g., carbon atoms, onto the surface. Thistechnique allows accurate doping of the graphene layer and can therefore beused to make small patterns. In Fig. 1.7(a) dot-patterns are shown.
 ii) Making a periodic pattern of nano-holes in a graphene sheet changes the band-structure and allows the creation of a bandgap. The nano-holes can be createdby, e.g. nano-imprinting the graphene layer (Liang et al., 2012), see Fig. 1.7(b).
 iii) Hydrogenation of graphene into graphane introduces a large bandgap. Spa-cially dependent hydrogenation of graphene allows for periodic structures tobe generated (see Fig. 1.7(c)) and the bandstructure to be tuned. In Baloget al. (2010); Sun et al. (2011) the possibility to make these patterns is shown.
 iv) Influence of the substrate: a lattice mismatch between the graphene latticeand the substrate lattice can lead to rotation-dependent Moire patterns (Xueet al., 2011). These patterns correspond to effective periodic potentials (su-perlattices) (Yankowitz et al., 2012).
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1.2. GRAPHENE NANO-ELECTRONICS
 (a)
 (b)
 (c)
 Figure 1.7: (a) TEM image of a freestanding graphene membrane spanning a 1.3µm hole in a grid. By electron beam induced deposition of carbon atoms, a patternof nano-dots is put at the down-right area of graphene. The scale bar correspondsto 100 nm; the inset shows a zoom of a similar pattern; the distance between thedots is 5 nm. Taken from Liang et al. (2012). (b) SEM image of a pattern of nano-holes in graphene created by a nano-imprinting technique applied to a graphenelayer. Taken from Meyer et al. (2008). (c) SL formed by periodical hydrogenationof graphene; the scale bar equals 50 µm, the upper part shows an optical imageof the sample, and the lower one shows the fluorescent response, showing wheregraphane is located. Adapted from Sun et al. (2011).
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 1.3 Applications
 Since graphene hasn’t been around for a long time yet, proposals for applicationsare scarce, yet there are some, of which a subset depends on the unique propertiesof this material. We will mention a few examples here.
 1.3.1 Sensors
 One of the first prototypes of a working application using graphene as a base ma-terial is a graphene gas molecule sensor (Schedin et al., 2007). The effect of asingle gas molecule attached to the graphene surface was experimentally measuredby looking at the changes in the Hall resistance ρxy of a graphene Hall bar, seeFig. 1.8(a). Graphene is a good candidate for this type of measurements because:(i) it has an excellent surface to mass ratio (as a 2D material), and (ii) graphenescreens charges close to it very well, feeling the proximity of molecules. The mea-sured accuracy opened the gate to the manufacturing of commercial sensitive gassensors.
 (a)
 Figure 1.8: (a) Gas molecule sensor measurements showing that single moleculedetection with a graphene layer is possible in principle. Taken from Schedin et al.(2007).
 1.3.2 Graphene manometer, vacuum/pressure gauge
 Another possible application, in line with the gas sensors, is using graphene as atiny membrane for a micro-manometer. Because graphene is thin, rigid and im-permeable it can handle very low and high pressures without leaking. The straininduced by the pressure on the graphene membrane influences its electronic proper-ties. Measuring the pressure can be done by looking at the transport characteristicsjust as in the graphene gas molecule sensor. Because such a device could be madevery small it allows almost non-invasive pressure measurements within small com-partments.
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 1.3.3 Coating
 Thin layers of graphite already served well as impermeable coatings. It is used in,e.g., plastic beer and cola bottles to keep the carbon acid from escaping rapidly,which would render your drink tasteless in a few days. Taking a single layer ofcarbon showed that this property still holds true (Bunch et al., 2008; Leenaertset al., 2008). Coating metals with graphene has another benefit, rising from theinertness of graphene to molecules. Oxidation, for example, can be reduced to alarge extent by adding a layer of graphene on top of the surface (Prasai et al.,2012; Chen et al., 2011), while it does not alter the conductivity of the metal, seeFig. 1.9.
 (a) (b)
 Figure 1.9: (a) Left panel: annealed for 4 hours at 200C in air. Right panel: beforeannealing. One can see that the samples at the top panels, which have a graphenelayer on top, are almost resistent against oxidation. (b) A similar experiment witha coin. Taken from Chen et al. (2011).
 1.3.4 THz frequency amplifiers
 A lot of effort has been put in realizing a graphene Field Effect Transistor (FET),see (Schwierz, 2010) for a review. One of the main driving forces was the high qual-ity ballistic transport in graphene, which would allow chips working with such de-vices to be scaled down in size without any heating problems. The two-dimensionalstructure of graphene further allows a large contact region, which reduces problemswith contact-resistance that plagues carbon nanotubes (CNTs). For digital tran-sistors though, the realization of the ideal chip bumped into the problem of aninsufficient on/off ratio so far (due to the Klein tunneling). A low on/off ratio isless important for high frequency applications, and prototypes of analog amplifiers(Wu et al., 2011; Liao et al., 2010, 2011), frequency multipliers (Wang et al., 2009),and transmitters (Lin et al., 2010) working in such frequency ranges were fabri-cated. Graphene is an excellent material for this type of applications because ofits long decoherence length.
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 (a) (b)
 Figure 1.10: (a) A graphene analog transistor from IBM with 40 nm gate length.(b) The cut-off frequency of the transistor in (a) is shown to be 155 GHz whenoperated at room temperature. Taken from (Wu et al., 2011).ends the current page and causes all figures and tables that have so far appeare
 1.3.5 High quality displays
 It has been shown that graphene can be used as a very thin transparent conductingfilm (for a review see Bonaccorso et al. (2010)). Transparent conducting films areused in many applications such as solar cells, (Organic) Light Emitting Diodes((O)LEDs), and liquid crystal displays (LCDs). Graphene is highly transparent inthe visual spectrum, see Fig. 1.11(a,b), and has low resistance.
 We briefly describe here the use of graphene in LCDs. An LCD works as follows(see Fig. 1.11): between two electrodes some liquid crystals are contained, thesechange the polarization of any light passing by. Polarization filters are placedbefore and after the electrodes, allowing only free passage of light with the correctpolarization. By applying some voltage over the electrodes the crystals can bealigned and their effect on the polarization will be uniform, all light can pass thepolarization filter. On the other hand when the voltage is off, the liquid crystalsare not aligned resulting in a random polarization, reducing the amount of emittedlight. The light has to pass the front electrode which has to be transparent.
 At this moment most of such films are made from Indium-based (Indium TinOxide) materials. But these have some less good properties such as being expensive,brittle, and toxic. Hence it is interesting that less expensive, recyclable, non-toxicand rigid graphene can replace these films.
 This resulted in the fabrication of bendable (unlike Indium Tin Oxide screens)LCDs, touch screens (by virtue of the excellent screening properties of graphene),and pure organic light emitting diodes (Bae et al., 2010), see Figs. 1.11(c,d,e).
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 (a) (b)
 (c)
 (d) (e)
 Figure 1.11: (a) Transparancy measurements on graphene which show that agraphene layer is highly transparent. (b) Comparison of the transmittance throughdifferent transparent conductive materials in the visual spectrum. (c) Principleof a simple liquid crystal display based on graphene. (d) Samsung’s assembledgraphene/polymer touch panel showing outstanding flexibility. (e) Samsung’s pro-totype of a working graphene-based touch-screen panel. Taken from (Bae et al.,2010) and (Bonaccorso et al., 2010).
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 1.4 Motivation of my work
 Here, I give my motivations for the work I did in this thesis.The experimental realization of graphene opened the gate for the investigation
 of many fundamental properties of a relativistic 2DEG. In this thesis I focused onthe following issues:
 i) How essential is the Fermi-character of the carriers in graphene for the Kleinparadox?
 ii) Is the gapless and linear spectrum sufficient to observe Klein tunneling?
 iii) How does it depend on the spectrum, when we go from a linear spectrum(single-layer graphene) to the parabolic spectrum that is present in bilayergraphene?
 iv) How does the Klein tunneling translate itself in the spectrum of a superlatticeapplied to graphene? Is the Klein paradox still visible in these spectra?
 v) What is the influence of a mass term?
 vi) Why are there so-called extra Dirac points, how do they influence the transportof charge carriers in these systems. What about their occurrence in bilayergraphene?
 vii) How useful are exact solvable models as the Kronig-Penney model?
 viii) Do topological states, occurring at interfaces where the bias flips in biasedbilayer graphene, extend their influence in superlattices? How far can weseparate the interfaces while maintaining this influence? What is the influenceon the transport of charge carriers in such a system?
 ix) What is the influence of a pn-junction on the transport properties of a grapheneHall bar?
 1.5 Contributions of this work
 Here, I give my contributions to the research of graphene and bilayer graphene.For both massive and massless Dirac fermions the motion in one dimension in
 the presence of a one-dimensional SL was previously studied in the literature, see
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 e.g. McKellar and Stephenson (1987b). We extended this for both massless andmassive Dirac fermions moving in two dimensions (Barbier, 2007; Barbier et al.,2008), and obtained an expression for the dispersion relation as a transcendentalequation. Subsequently, a similar study was realized by Park et al. (2008a), butin their work the focus was on the anisotropic renormalisation of the Dirac conein the low energy range, while in our work we studied the influence of the pseudo-spin onto the spectrum (by comparing the results with Klein-Gordon particles).For zero mass we obtained a linear spectrum along the direction perpendicularto the barriers, corresponding to the Klein paradox. Further, along the directionparallel to the barriers the spectrum is nonlinear and an effective mass can bedefined. A comparison with zero-spin relativistic bosons (obeying the Klein-Gordonequation) was made. It was found that although the free spectra of both the Diracequation and the Klein-Gordon equation are cone-like, under the application ofa superlattice, the resulting spectra are very different. We performed a similarcalculation for bilayer graphene (Barbier et al., 2009b), which also has a gaplessspectrum. But a perpendicular electric field, i.e., a gate potential, induces a gap.Therefore, when we impose a SL, we modulate (1) the gap (characterized by thepotential difference between the two carbon layers of bilayer graphene), and (2)the (average) potential of the carbon layers. This results in two types of barriers.The type (1) barriers allow only standard tunneling through the gap, resemblingthe tunneling through a barrier in a standard 2DEG and resulting in a gappedspectrum for a SL made of such barriers. On the other hand barriers of type (2)result in resonances in the transmission under the potential barrier height, but onlyfor a nonzero momentum ky, giving rise to a richer spectrum.
 In Park et al. (2008a, 2009a) the authors found that the spectrum for Diracparticles in single-layer graphene can be tuned by the parameters of the SL suchthat the carriers are collimated in the direction perpendicular to the barriers, with aquasi-dispersionless spectrum in the direction parallel to the barriers. Using tight-binding calculations Ho et al. (2009) observed another feature of the spectrum in thepresence of a SL. The Dirac cone splits and new touching points (i.e., Dirac points)at the Fermi-level appeared resulting in more valleys. We characterized these twophenomena (Barbier et al., 2010a) and found that the emergence of a pair of extraDirac points is preceded by a flattening of the initial Dirac cone, in the directionparallel to the barriers, close to the K-point. In the case of asymmetric SLs, theextra Dirac points don’t originate at the Fermi-level, but instead shift up or downin energy. Further we found that also for higher bands extra crossing points occur.In our study: 1) we present an analytical formula for the spatial arrangement of theextra Dirac points and the other crossing points in the spectrum both for symmetricand asymmetric rectangular SLs, 2) we obtain the velocity renormalization in thesepoints, 3) their influence on the density of states (DOS), and 4) conductance. Ina recent experimental work (Yankowitz et al., 2012) similar findings were foundfor graphene under the application of a hexagonal superlattice (induced by thesubstrate). We performed part of the latter calculation also for bilayer graphene(Barbier et al., 2010c) but in this case the quantitative investigation of the crossingpoints turned out to be rather complex.
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 As limiting cases for the SL we investigated the Kronig-Penney (KP) model—where the barriers are δ-functions—and an extension of this model to the one withone barrier and one well in the unit cell. We found that the dispersion relationderived for these models is found to be periodic in the strength of the barriers
 P =∫ L
 0V (x)dx/~vF for both single-layer graphene (Barbier et al., 2009a) and
 bilayer graphene (Barbier et al., 2010b). For the former KP model we found that,for large ky, and P = (1/2 + n)π, with n an integer, the spectrum becomes flat.While for the latter extended KP model we found that, in single-layer graphene,for values P = (1/2 + n)π, with n an integer, the Dirac point is changed into aDirac line, i.e. the line along the ky axis with kx = 0 and E = 0 is part of thespectrum.
 Bilayer graphene is considered an important side-kick of graphene because ofthe possibility to easily open a gap by applying a bias perpendicular to the grapheneplane. Moreover, the potential difference between the layers can be locally switched,resulting in topological states emerging at such an interface (Martin et al., 2008;Martinez et al., 2009). The bands corresponding to these states bridge the bandgap,while far from the interface the spectra on both sides of the interface are gapped.We investigated a SL constituted of such interfaces along one direction and foundthat these states give rise to the appearance of a pair of Dirac-like cones in thespectrum, where the conduction and valence band touch each other, instead of theexpected gapped spectrum (Barbier et al., 2010c).
 For single-layer graphene a pn-junction is an interesting system since it exhibitsKlein tunneling as well as the analogue of a negative refraction index. Moreover thephenomenon of “snake states” along the pn-interface has been predicted (Carmieret al., 2011; Williams and Marcus, 2011). We investigated a Hall bar made ofgraphene with a pn-junction along one of its axes in the ballistic regime using thebilliard model (Barbier et al., 2012). We found that introducing a pn-junction—dividing the Hall bar geometry in two regions—leads to two distinct regimes ex-hibiting very different physics: 1) both regions are of n-type and 2) one region isn-type and the other p-type. The calculated Hall (RH) and bend (RB) resistanceexhibit specific characteristics in both regimes. In regime (1) a ‘Hall plateau’—anenhancement of the resistance—appears for RH . On the other hand, in regime (2),we found a negative RH , which approaches zero for large B. The bend resistanceis highly asymmetric in regime (2) and the resistance increases with increasingmagnetic field B in one direction while it reduces to zero in the other direction.
 1.6 Organization of the thesis
 The organization of this thesis is as follows: Chapter 2 presents an introduction tothe electronic properties of graphene. The focus will be on the needed backgroundfor the calculations that are performed in later chapters. In particular we considerthe tight-binding calculation of the electronic spectrum of graphene, the continuumapproximation, Klein tunneling, and Landau levels appearing under the applicationof a perpendicular magnetic field.
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 Chapters 3, 4 and 5 are devoted to single-layer graphene, while Chapters 5 and6 concern bilayer graphene.
 In Chapter 3 we contrast the tunneling of Dirac particles in single-layer graphenewith the one of bosons obeying the Klein-Gordon equation. In particular we lookat the Klein tunneling through a square barrier.
 In Chapter 4 we apply a rectangular SL potential onto single-layer grapheneand investigate how the bandstructure is tuned by it. More specifically we look attwo phenomena that can be observed by adapting the parameters of the SL. Onthe one hand we have the emergence of extra Dirac points in the spectrum of baregraphene, due to the splitting of the Dirac cone. On the other hand the spectrumcan be tuned such that the electrons are prohibited to travel in all directions butone, i.e., uni-directional motion. The consequences of these two phenomena fortransportation are shown.
 In Chapter 5 we consider a limiting case for the SL potential, namely the Kronig-Penney (KP) model. In this model the square barriers of the previous chapter arereplaced by δ-function barriers. The simplification of the potential gives rise to aspectrum that is periodic in the strength of the δ-function barriers. Further weextend the unit cell of the SL to the one with two δ-function barriers, one up andone down. For the latter extended KP model we find that the Dirac point becomesa Dirac line, for certain parameters of the SL.
 Chapter 6 is devoted to SLs applied onto bilayer graphene. We extend theemergence of extra Dirac points for single-layer, as discussed in Chapter 2, to bilayergraphene, where we show that similar additional Dirac points can be found forbilayer graphene. We also show that various possibilities for the SL configurationare possible.
 In Chapter 7 we perform an analysis similar to the one in Chapter 5 but forbilayer graphene. We find that we can extend the results for the single-layer to agreat extent to the bilayer case. The periodicity in the strength of the δ-functionbarriers is retained. In bilayer we do not find any Dirac line in the spectrum.
 In Chapter 8 a Hall bar measurement is simulated (we calculate the Hall (RH)and bend (RB) resistance) for a graphene Hall bar structure containing a pn-junction in the ballistic regime using the billiard model.
 Finally we conclude with a summary of the thesis in Chapter 9.
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2Electronic properties of graphene
 2.1 Electronic structure of graphene
 The electronic structure of a system is determined by the Schrodinger equation.For a time-independent Hamiltonian H it suffices to solve the time-independentSchrodinger equation HΨn = EnΨn, resulting in eigen energies En and eigenstates Ψn. Obtaining the electronic structure thus means finding the eigen energiesEn and eigen states Ψn for the system. We start with describing the electronicstructure of single-layer graphene, afterwards we will extend this calculation tobilayer graphene.
 In order to find the electronic structure of graphene, we will first describe whatgraphene is made of. The hexagonal lattice of graphene consists of carbon atoms.Each of these carbon atoms has six electrons ordered in 1s2, 2s2 and 2p2 orbitals.The orbitals of different carbon atoms can make bonds, lowering their total energy,resulting in valence electrons. In order to form a hexagonal lattice three directionalσ-bonds are necessary, this is satisfied by sp2 hybridization of the 2s2 and two ofthe 2p2 orbitals (as illustrated in Fig. 2.1). This results in three 2sp2 orbitals lyingin the plane and one 2pz orbital perpendicular to this plane. The former threewill form σ-bonds between the carbon atoms and the latter 2pz orbital will formπ-bonds between them. If we look at the energy spectrum of the different bonds,we see that the bands originating from the σ-bonds are much lower than the onesfrom the π-bonds. Also, the π-orbitals are, in contrast to the σ-orbitals, half-filledsuch that the energy bands cross the Fermi-level. Furthermore, the π-bond is arather weak bond, compared to the σ-bonds, and these electrons can easily movearound. Therefore, the π-electrons are important for the electronic behavior nearthe Fermi-level, where conduction or transportation of electrons will take place.As we are interested in this regime, we will further on concentrate only on theπ-orbitals and neglect the other ones.
 As for the structure of the graphene lattice, we observe that graphene has atriangular Bravais lattice with two atoms in each unit cell, and the latter will bedenoted as the A and B atoms, see Fig. 2.3(a). The unit cell atoms have the
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 Figure 2.1: The 2s, 2px, and 2py atomic orbitals hybridize to three sp2 orbitalshaving trigonal symmetry in the xy-plane, these will form σ-bonds in the plane withthe other carbon atoms. The blue-colored egg-shapes represent the probability |ψ|2of the atomic orbital wave function.
 Figure 2.2: Two sp2 orbitals making a σ-bond in the xy-plane, while the 2pz formsa π-bond with the other 2pz of the other carbon atom.
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 following lattice basis:
 a1 =a
 2
 (√3 3
 ), a2 =
 a
 2
 (√3 −3
 ), (2.1)
 with the inter-atomic distance a = 0.142nm. The reciprocal lattice in k-space haslattice vectors:
 b1 =2π
 3√
 3a
 (3√
 3), b2 =
 2π
 3√
 3a
 (3 −
 √3). (2.2)
 The reciprocal lattice has a trigonal structure and a hexagonal Brillouin zone (BZ),as shown in Fig. 2.3(b). In the first BZ we marked three points of high symmetry,the Γ, M and K points. The K points will be shown to be of particular importancefurther on, as the energy bands of the spectrum cross the Fermi-level there. Remarkthat because of the threefold symmetry, there are only two independent K points,which we will call the K and K ′ point.
 Figure 2.3: (a) Graphene Bravais lattice existing of A and B atoms, basis vectorsare aj and translation vectors between the A and B atoms are indicated by δj .(b) The reciprocal lattice with the hexagonal BZ shown in green and the unit cellshown in blue. Two independent K points exist, the so-called K and K ′ point.
 To describe the electronic structure of graphene, we will use the tight-binding(TB) approximation, following the approach of Wallace (Wallace, 1947). Next, wewill employ the continuum approximation to the obtained TB Hamiltonian. Fromthis we arrive at the Dirac-Weyl Hamiltonian, which is the one we will mainly usethroughout this work.
 2.1.1 Tight-binding approach
 In the TB approximation one assumes that the electrons are strongly bound to theatoms and therefore the wave function can be written as a linear combination ofatomic orbitals (LCAO) φj , this is the so-called LCAO approximation.
 Ψ(x) =∑j
 cjφj(x), (2.3)
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CHAPTER 2. ELECTRONIC PROPERTIES OF GRAPHENE
 where the sum in j runs over all orbitals in the crystal. Assuming that only the2pz orbitals are important, only one orbital wave function must be considered peratom. Further, for a periodic structure like the hexagonal lattice the solution ofthe total wave function is a Bloch function. In this case the unit cell contains twoatoms, A and B. We end up with the wave functions:
 Ψk(x) = cAψA(x,k) + cBψB(x,k), (2.4)
 where
 ψj(x,k) =1√Nc
 Nc∑n=1
 eik·Xnφj(x−Xn), (2.5)
 are the TB Bloch functions in the A and B atoms, with Nc the number of unitcells in the crystal, and k the Bloch wave vector. The coefficients ci are obtainedby minimizing the expectation value for the energy
 < E >=
 ∫dxΨ∗k(x)HΨk(x)∫dxΨ∗k(x)Ψk(x)
 =
 ∑i,j c∗i cjHij∑
 i,j c∗i cjSij
 , (2.6)
 where the transfer matrix H and overlap matrix S are defined as
 Hij =
 ∫dxψ∗i (x,k)Hψj(x,k), (2.7)
 and
 Sij =
 ∫dxψ∗i (x,k)ψj(x,k). (2.8)
 Minimizing the energy in the coefficients leads to
 ∀i :∑j
 Hijcj = E∑j
 Sijcj . (2.9)
 This system of equations can be written as a general eigenvalue equation Hc =ESc, where c is the column vector of the coefficients cj . Explicitly we obtain(
 HAA HAB
 HBA HBB
 )(cAcB
 )= E
 (SAA SABSBA SBB
 )(cAcB
 ). (2.10)
 Now we will specify the components of these matrices.
 Transfer matrix and overlap matrix
 The transfer matrix can be calculated as follows
 Hij =
 ∫dxψ∗i (x,k)Hψj(x,k)
 =1
 Nc
 ∫dx
 (Nc∑n′=1
 e−ik·Xn′φi(x−X ′n)
 )(H
 Nc∑n=1
 eik·Xnφj(x−Xn)
 )
 =1
 Nc
 Nc∑n′=1
 Nc∑n=1
 eik·(Xn−Xn′ )
 ∫dxφi(x−X ′n)Hφj(x−Xn).
 (2.11)
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2.1. ELECTRONIC STRUCTURE OF GRAPHENE
 The overlap matrix is calculated in a similar manner:
 Sij =
 ∫dxψ∗i (x,k)ψj(x,k)
 =1
 Nc
 Nc∑n′=1
 Nc∑n=1
 eik·(Xn−Xn′ )
 ∫dxφi(x−X ′n)φj(x−Xn).
 (2.12)
 For graphene we will assume that only nearest neighbors interact, therefore theintegrals in Eqs. (2.11) and (2.12) are only non-zero for Xn −Xn′ = δ1,2,3, wherethe δj are the vectors connecting a B atom to its neighboring A atoms; they aregiven by δ1 = (0, a), δ2 = (
 √3a/2,−a/2), δ3 = (−
 √3a/2,−a/2).
 HAB = H∗BA = t(e−ik·δ3 + e−ik·δ3 + e−ik·δ3
 )= tf(k) (2.13)
 HAA = HBB = ε0, (2.14)
 with the transfer between two neighboring atoms t =∫
 dxφA(x)HφB(x), andε0 =
 ∫dxφA(x)HφA(x) the on-site energy of the atoms. In the same manner the
 overlap matrix has the elements
 SAB = S∗AB = sf(k), SAA = SBB = 1, (2.15)
 with s = 〈φA|φB〉 the overlap between two neighboring atoms. The equation thatwe obtain is (
 ε0 tf(k)tf∗(k) ε0
 )(cAcB
 )= E
 (1 sf(k)
 sf∗(k) 1
 )(cAcB
 ). (2.16)
 This eigenvalue equation has solutions only when the energy satisfies det[H−ES] =0 and results in
 E±(k) =ε0 ± t|f(k)|1± s|f(k)| , (2.17)
 with
 |f(k)| =∣∣e−ik·δ1 + e−ik·δ2 + e−ik·δ3
 ∣∣= |2e−iaky/2 cos
 (√3
 2akx
 )+ eiaky |
 =
 √√√√1 + 4 cos2
 (√3
 2akx
 )+ 4 cos
 (√3
 2akx
 )cos
 (3
 2aky
 ).
 (2.18)
 The (emperical) parameters t ≈ 3.15 eV and s ≈ 0.38 eV are determined bycomparing the obtained spectra from Density Functional Theory calculations withthe spectra from experiment, we used the values used by Partoens and Peeters(2006), and consequently the spectrum is now specified. Since we are not interestedin the absolute energy of the spectrum we can shift the energy by choosing ε0 = 0.
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CHAPTER 2. ELECTRONIC PROPERTIES OF GRAPHENE
 Further, because the influence of the overlap s is small for small |k −K|, we canneglect it when we are interested only in this region, resulting in a more appealingsymmetric form for the spectrum
 E±(k) = ±t|f(k)|, (2.19)
 which is often used.In Fig. 2.7 this spectrum is shown and one can see that the K and K ′ points
 have zero energy (f(K) = f(K ′) = 0), further, the spectrum close to these pointslooks cone-shaped. Further on we will see that indeed we can approximate thespectrum close to the K points by cones. Since there are as many electrons in theπ-orbitals as lattice sites, the bands are half-filled. This is because each π-orbitalcan contain two electrons with opposite spin. Therefore the Fermi energy crossesthe K(K ′) points in the undoped case.
 Figure 2.4: (a) The TB spectrum of graphene, the BZ is shown as the hexagon.Taken from Beenakker (2008).
 Adding a mass term
 In the case the two atoms of the lattice are not equivalent, then the diagonal matrixelements of the TB Hamiltonian will not be equal
 HAA = εA 6= HBB = εB . (2.20)
 Introducing ε0 = (εA+ εB)/2 and m = (εA− εB)/2 the Hamiltonian can be written
 H =
 (ε0 tf(k)
 tf∗(k) ε0
 )+mσz (2.21)
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2.1. ELECTRONIC STRUCTURE OF GRAPHENE
 with corresponding spectrum
 E±(k) = ε0 ±√t2|f(k)|2 +m2, (2.22)
 In the following we investigate under which symmetry operations the aboveHamiltonian, with the overlap s ≈ 0, is invariant.
 Spatial inversion P
 Spatial inversion of the lattice (x, y) → (−x,−y) takes A atoms into B atoms Inmomentum space this means
 P
 (cA(k)cB(k)
 )= σx
 (cA(−k)cB(−k)
 )=
 (cB(−k)cA(−k)
 ), (2.23)
 where we let the Pauli matrix σx operate in pseudo-spin (sublattice) space. There-fore, the Hamiltonian is invariant under this transformation. If the mass term isincluded though, this symmetry is broken and the mass term flips under the paritytransformation.
 Time-reversal symmetry
 Time reversal t → −t changes the signs of spin and momentum. In momentumspace we obtain
 T
 cA,↑(k)cA,↓(k)cB,↑(k)cB,↓(k)
 = iτy
 cA,↑(−k)cA,↓(−k)cB,↑(−k)cB,↓(−k)
 =
 cA,↓(−k)−cA,↑(−k)cB,↓(−k)−cB,↑(−k)
 , (2.24)
 where τy operates in spin space. The Hamiltonian is invariant under this symmetry.A mass term does not break this symmetry, but an applied magnetic field does.
 Particle hole symmetry
 If the relationσyH
 ∗(k)σy = H(−k) (2.25)
 holds then Eσyc∗ = σyH
 ∗(k)c∗ = σyH∗(k)σyσyc
 ∗ = −H(k)σyc∗, and thus if c
 is an eigenstate with eigenvalue E then σyc∗ is also an eigenstate with eigenvalue
 −E. Hence the spectrum is symmetric around E = 0. The Hamiltonian fulfills thisrelation, even when a mass term is present.
 2.1.2 Approximation around the K point
 We are particularly interested in the low energy region (i.e., E < 1 eV) around theFermi-level, as low energy excitations are important for the transport properties wewant to investigate. As the energy bands in the spectrum touch the Fermi-energy
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 only in the K(K ′) points, we approximate the Hamiltonian around these points.Expanding f(k) into a Taylor series around K(K ′) =
 (τ4π/3
 √3a 0
 ), with τ = 1
 for the K point and τ = −1 for the K ′ point, and k.= K + q gives (up to first
 order)
 f(k) ≈ f(K) +∂f(k)
 ∂kx
 ∣∣∣∣K
 qx +∂f(k)
 ∂ky
 ∣∣∣∣K
 qy, (2.26)
 where
 ∂f(k)
 ∂kx
 ∣∣∣∣K
 = −√
 3ae−iaky/2 sin
 (√3
 2akx
 )∣∣∣∣K
 = −τ3a/2, (2.27)
 ∂f(k)
 ∂ky
 ∣∣∣∣K
 = ia[−e−iaky/2 cos
 (√3
 2akx
 )+ eiaky ]
 ∣∣∣∣K
 = i3a/2, (2.28)
 resulting in
 f(k) =3a
 2(−τkx + iky). (2.29)
 This leads to the Hamiltonian
 Hτ = vF~(
 0 −τkx + iky−τkx − iky 0
 ), (2.30)
 where we introduced the Fermi-velocity vF.= 3at
 2~ ≈ 106m/s. The correspondingspectrum Eα(k) = αt|f(k)|, with α = ±1 the band-index, has a cone-like shape
 Eα(k) = αvF~√k2x + k2
 y. (2.31)
 The latter Hamiltonian is nothing else than the Dirac-Weyl Hamiltonian, whichdescribes relativistic massless fermions moving in two dimensions. In the nextsection we will further discuss this analogy.
 It is important to remember that we are only describing the coefficients of theBloch expansion of the TB wave functions expanded around the K and the K ′
 point. The total wave function is described by a linear combination of Eq. (2.5)with the coefficients cA(k), cB(k) with k close to the K point and with coefficientscA′(k), cB′(k) where k is close to the K ′ point. The coefficients cA(k), cB(k)(cA′(k), cB′(k)) are governed by our TB Hamiltonian for τ = +(−). This leads to
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 the wave function
 ψ(x,k) = cA(k)1√Nc
 Nc∑n
 eiK·XAφA(x−Xn)
 + cB(k)1√Nc
 Nc∑n
 eiK·XnφB(x−Xn)
 + cA′(k)1√Nc
 Nc∑n
 eiK′·XnφA(x−Xn)
 + cB′(k)1√Nc
 Nc∑n
 eiK′·XnφB(x−Xn).
 (2.32)
 The coefficients c(k) =(cA cB cA′ cB′
 )can also be described by the 4 × 4
 Hamiltonian
 H = vF~(−kxσx + ikyσy 0
 0 kxσx + ikyσy
 ), (2.33)
 with σx, and σy Pauli matrices. Further, the wave functions are double-degeneratein the spin-space (not the pseudo-spin) of the electrons. Including the spin resultsin an 8× 8 Hamiltonian.
 Trigonal warping
 From the spectrum it is clear that the conical symmetry in the vicinity of the Diracpoints must break down if k−K becomes large. The two important approximationswhich made the conical spectrum possible are: (1) only nearest neighbors areconsidered and (2) only terms linear in k are taken into account. According toWallace (Wallace, 1947) the spectrum including next nearest neighbors is given by
 Eα(k) = αt√
 3 + |f(k)| − t′f(k) (2.34)
 where the transfer integral between next nearest neighbors is given by t′, andα = ±1. If we expand up to second order in k→ k −K, the spectrum becomes
 Eα(k) = 3t′ + αvF~|k| −[
 9t′a2
 4+ α
 3ta2
 8sin(3θk)
 ]|k|2, (2.35)
 with θk = arctan(ky/kx). From here we can see that t′ breaks particle-hole symme-try (due to the first term), while t breaks the angular (conical) symmetry (due tothe term in θk). Due to the factor 3 before θk the spectrum has threefold symmetry.
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 2.1.3 Continuum model
 By taking an inverse Fourier transform of both sides of the equation Hc = Ec withHamiltonian from Eq. (2.30) one ends up with the Hamiltonian1:
 Hτ = −ivF~(
 0 τ∂x − i∂yτ∂x + i∂y 0
 ). (2.36)
 This can be verified easily by applying the Fourier transform F given by
 F (k) = F(f(x)) =
 ∫dxe−ik·xf(x), (2.37)
 to the Hamiltonian in x space of Eq. (2.36). Using the property for the Fouriertransform of the partial derivative
 F(∂x,yf(k)) = −ikx,y
 ∫dxeik·xf(x) = −ikx,yF(f(x)), (2.38)
 one obtains again the Hamiltonian of Eq. (2.30) in k space (upon a factor i whichcan be added in the wave function), meaning the two are equivalent. Written as a4× 4 Hamiltonian, Eq. (2.36) is the Dirac-Weyl Hamiltonian
 H =
 (vF p · σ 0
 0 −vF p · σ∗)≡(vF p · σ 0
 0 −vF p · σ
 ), (2.39)
 with p = (px, py) the momentum operator and σ = (σx, σy) the vector of the twofirst Pauli matrices, while the equivalence sign means that the Hamiltonian is thesame upon a uniform transformation.
 Single-valley approximation
 As seen before in Eq. (2.30), the two Hamiltonians Hτ with τ = ±1 for the Kand K ′ point both contribute to the total Hamiltonian of the system. But ifthere is no interaction between the K and K ′ points, we may restrict ourselves toonly one point, for example the K point. The latter approximation we call thesingle-valley approximation. From now on we will mainly use this single-valleyapproximation. When we later on study the motion of electrons in electrostaticpotentials V (x, y), we have to assume that these potentials are smooth on thelength a of the lattice constant in order to allow the single-valley approximationto be valid. For such potentials V (x), the Fourier transform V (k) is nonzero onlyfor small |k| � 1/a. This can be seen from the definition V (x) =
 ∫dxV (k)eik·x,
 because V (x + an) = V (x) implies∫
 dxV (k)eik·an = 0, with n a unit vector.therefore, V (k) must be zero except when k · an� 2π. In other words the Fouriertransform V (k) is nonzero only for small |k| � 1/a meaning that there is noscattering between K and K ′ states because |K −K ′| is of order 1/a.
 1In the rest of this thesis we will often write the Hamiltonian in the K-point as H = vF(0 π†π 0
 )with π = px + ipy .
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 In this work we often make use of stepwise or even δ-function type potentials,which are not at all conform with the assumption of smoothness on the order of thelattice constant. For these types of potentials we will assume that they are smoothon the order of the lattice constant, but at the same time they are sharp on theorder of the Fermi wave vector kF = |E|/~vF , such that they can be modeled bythe corresponding sharp stepwise or δ-function type potentials.
 Chirality or helicity
 In one valley we can define a pseudo-helicity (or chirality) operator Λτ = τ p·σ|p| =HτvF |p| , which commutes with the Hamiltonian, therefore one can find a common
 basis of eigenstates, where chirality is a conserved quantity. Since the eigen energiesof Hτ are ατvF |p| (with α = ±1 the band index), those of Λτ are ατ . This meansthat for a given τ , flipping the band index α→ −α forces p→ −p.
 Klein tunneling
 Klein tunneling is the unimpeded tunneling of a relativistic electron through aone-dimensional (1D) barrier for perpendicular incidence. In graphene it can beseen as a consequence of chirality conservation when a smooth (thus allowing singlevalley approximation) electrostatic 1D potential V (x) is added to the Hamiltonian.Suppose an electron travels in the positive x-direction and thus ky = 0. The velocityoperator is given by the Heisenberg equation vx ∼ −i[x,H]/~ = σx and the changein velocity is dvx/dt = −i[σx, H]/~ = 2σzky. For ky being zero, the electronvelocity is a constant of motion and therefore backscattering is not possible.
 Effective mass
 As a small note, I want to mention that the continuum approximation is oftencalled (or assumed to include) the effective mass approximation. This is a veryconfusing name in the case of graphene, where we have “massless” quasi-particles.This naming convention derives from the fact that in most materials one usuallyapproximates the spectrum in the Γ point (i.e., the middle of the BZ), insteadof the K point. In the former point the Taylor expansion of the spectrum doesnot contain the linear term because of the symmetry of the reciprocal lattice, butinstead the bands are approximated by parabolas
 En(k) = En(Γ) +1
 2
 ∑i,j=x,y(,z)
 ∂En(k)
 ∂ki∂kj
 ∣∣∣k=Γ
 (ki − Γi)(kj − Γj). (2.40)
 Applying kj −→ −i∂j and defining an effective mass
 ~2
 2mn=∂En(k)
 ∂ki∂kj
 ∣∣∣k=Γ
 , (2.41)
 one obtains a new Schrodinger equation with the effective mass replacing the normalone (leading to the standard 2DEG description). In the case of graphene one should
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 not try to think of an effective mass (tensor) as we do not even keep the secondorder in k. Further, an effective Dirac equation instead of a Schrodinger equationis obtained and if we speak about a mass term we are referring to the one in theDirac-like equation.
 2.1.4 Density of states
 If there are many eigenstates for an electron to occupy, these are often looked uponas a continuum of states. In our previous description of graphene for examplewe did obtain a continuous spectrum (where k was allowed to be any value inthe Brillouin zone). The density of states (DOS) describes how these states aredistributed in energy. In 2D it is calculated from the spectrum by
 ρ(E)/A =∑n
 ∫dk
 4π2δ(E − En(k)), (2.42)
 where n is the band index and En(k) the nth energy band of the spectrum. Exceptthat knowing this quantity is educative, it is also of experimental interest as it ismore easily measured than the spectrum itself. In graphene the DOS was foundanalytically from Eq. (2.31) by (Hobson and Nierenberg, 1953). Per unit cell surfaceAc it is given by (Castro et al., 2007)
 ρ(E)/Ac =4
 π2
 |E||t2|
 1√Z0
 F(π/2,√Z1/Z0), (2.43)
 where F(π2 , x) is the complete elliptic integral of the first kind and
 Z0 = A, and Z1 = B, |E| < t, (2.44)
 Z0 = B, and Z1 = A, t < |E| < 3t, (2.45)
 with A = (1 + |E/t|)2− [(E/t)2− 1]2/4, Z1 and B = 4|E/t|. This DOS is shown inFig. 2.5.
 If one approximates the spectrum in the K point by the Dirac cone, then theDOS becomes linear in the energy
 ρ(E)/Ac =4|E|
 2π~2v2F
 , (2.46)
 where the factor four results from the valley plus spin degeneracy. This approximateDOS is shown as the solid black line in Fig. 2.5. For E/t smaller than 0.5 theresults from the approximate spectrum and the TB spectrum are almost the same.Therefore, the linear spectrum can be safely used for energies up to 1 eV � t =3.15 eV.
 Many of the observations and calculations made for single-layer graphene caneasily be extended to bilayer graphene, which we do in the following section.
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 Figure 2.5: The DOS for the TB spectrum (dashed curve) and its cone approxi-mation (solid curve).
 2.2 Bilayer graphene
 In bilayer graphene the lattice consists of two single layers stacked upon each otherbut shifted such that the A atoms of one layer are connected to the B′ atoms of theother layer, as shown in Fig. 2.6. In this figure one can also see that the triangularBravais lattice remains, as well as the reciprocal lattice and the hexagonal BZ.The derivation of the electronic structure is similar to the one for single-layergraphene. Moreover, we will use many of the results of the calculations for single-layer graphene.
 2.2.1 Tight-binding approach
 To obtain the bilayer tight-binding Hamiltonian we first observe that there are nowfour instead of two atoms in each unit cell, the atoms of the extra (lower) layerwe will refer to as the A′ and B′ atoms. Between the layers we assume there isan energy transfer connecting the A and B′ atoms with corresponding parameterγ1
 .= t⊥. We will use t⊥ ≈ 0.39 eV, which is small compared to the coupling
 t ≈ 3.15 eV between the neighboring atoms of the same layer. This means thatthere are now four orbital wave functions, and consequently the TB Hamiltonian isa 4× 4 matrix. Without the transfer between the A and the B′ atoms, this matrixconsists of two single-layer Hamiltonians on the diagonal. Adding this transfergives rise to nonzero elements HAB′ = H∗B′A = t⊥. Putting the overlap to zero
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 Figure 2.6: (a) Bilayer graphene Bravais lattice consisting of two layers of graphenestacked upon each other, such that the A atoms of the upper layer are on top of theB′ atoms of the lower layer, while the A′ and B atoms have no such connection.The basis vectors are similar to single-layer graphene aj . (b) The reciprocal latticeis the same as the one for single-layer graphene. The hexagonal Brillouin zone isshown in green and the unit cell is shown in blue, two independent K points exist,the so-called K and K ′ point.
 (S = 14) as before, we obtain0 tf(k) 0 t⊥
 tf∗(k) 0 0 00 0 0 tf(k)t⊥ 0 tf∗(k) 0
 cAcBc′Ac′B
 = E
 cAcBc′Ac′B
 (2.47)
 with corresponding spectrum
 E±s = ±st⊥2
 + st⊥2
 √1 + 4|f(k)|2, (2.48)
 where s = ±1 determines whether the energy-band corresponds to a valence band(s = −1) or a conduction band (s = 1), and the ± sign is positive for the outerbands and negative for the inner bands, the latter touches at the K point. Inbilayer graphene there is an extra degree of freedom as the on-site energy can bedifferent between both layers. This can be included by adding an extra potentialterm on the diagonal of the Hamiltonian
 H −→ H +
 (∆12 0
 0 −∆12
 ), (2.49)
 with corresponding spectrum
 E±s = s
 [∆2 + |f(k)|2 +
 t2⊥2±√
 4∆2|f(k)|2 + |f(k)|2t2⊥ + t2⊥/4
 ]1/2
 , (2.50)
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 Figure 2.7: (a) Drawing of the spectrum for bilayer graphene in one of the K points,for ∆ = 0 and (b) for ∆ = 0.8t⊥. (c) Spectrum of bilayer graphene, red curvesare for unbiased bilayer, blue curves are for biased (∆ = 200 meV) bilayer, greendash-dotted curves are for bilayer graphene within the two-band approximation.
 and a gap where the conduction and valence band otherwise touch is realized.Using the approximation of energies close to the K(K ′) point and taking the
 continuum limit (in a manner analogous to the single-layer case) leads to the Hamil-tonian
 Hτ =
 ∆ vF (τpx + ipy) 0 t⊥
 vF (τpx − ipy) ∆ 0 00 0 −∆ vF (τpx + ipy)t⊥ 0 vF (τpx − ipy) −∆
 , (2.51)
 with px,y = −i~∂x,y, and τ equals 1 and −1 for the K and K ′ point, respectively.In the single-valley approximation one can write
 Hτ=+1 =
 ∆ vFπ 0 t⊥
 vFπ† ∆ 0 0
 0 0 −∆ vFπt⊥ 0 vFπ
 † −∆
 , (2.52)
 with π = px + ipy. The latter Hamiltonian will be used further in this work. Oftenin the literature another Hamiltonian is used to describe bilayer graphene, the so-called two-band approximation of the former one. This Hamiltonian is valid in thelow energy range (|E| � t⊥/4) and is given by
 H = −v2F
 t⊥
 (0 π†
 2
 π2 0
 )+ τ∆
 [σz −
 2v2F
 t2⊥
 (π†π 0
 0 ππ†
 )](2.53)
 with σz =(
 1 00 −1
 ). The last term can be neglected in the case that ∆ � t⊥,
 which is often assumed to be fulfilled. This 2 × 2 Hamiltonian can be obtained
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 from the 4 × 4 Hamiltonian as follows (McCann and Fal’ko, 2006). For the two-band model only the two lowest bands are retained, and these bands are correctfor low energy. First we apply a uniform transformation
 (ψA ψB ψA′ ψB′
 )→(
 ψA′ ψB ψA ψB′), after which the Hamiltonian becomes
 H =
 −∆ 0 0 vFπ0 ∆ vFπ
 † 00 vFπ ∆ t⊥
 vFπ† 0 t⊥ −∆
 =
 (H1 VV † H2
 ). (2.54)
 This Hamiltonian is block-diagonal for k = 0, and the large components ψA′ , ψB(belonging to the low-energy bands) are connected to the small components ψA, ψB′
 (belonging to the high-energy bands) through the momentum operators. Thelow-energy states can be described by an effective 2 × 2 Hamiltonian H in thecomponent-space ψ = (ψA′ , ψB) To find the effective Hamiltonian consider theidentity
 det (H − E) = det[H1 − V (H2 − E)−1V † − E] det(H2 − E). (2.55)
 Since t⊥ � E we assume H2 − E ≈ H2 which results in
 det (H − E) ≈ det[H1 − V H−12 V † − E] det(H2). (2.56)
 Because det(H2) is a constant, an approximation of the low-energy bands is ob-tained by diagonalizing the effective Hamiltonian H = H1−V H−1
 2 V †. This yields:
 H = − v2F
 t2⊥ + ∆2
 (0 π†
 2
 π2 0
 )+ ∆
 [σz −
 2v2F
 t2⊥ + ∆2
 (π†π 0
 0 ππ†
 )]. (2.57)
 If ∆2 � t2⊥, one arrives at the two-band Hamiltonian mentioned above.
 2.3 Applying a magnetic field
 Here we will investigate the consequences on the electronic structure of graphenewhen a magnetic field is applied. First we look at the classical case.
 2.3.1 Classical picture: circular orbits
 Classically, an electron (with mass me) under the influence of a magnetic fieldobeys the equation of motion
 ∂p
 ∂t= −e∂x
 ∂t×B, (2.58)
 with p = mev, i.e., the electron moves along a circular orbit, the cyclotron or-bit with radius rc = p/eB and frequency ωc = v/rc. In the case of graphenethe particles are massless. Therefore, one can define an effective cyclotron mass
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 (Novoselov et al., 2005) mc = p/vF = |EF |/v2F , which leads to rc = |EF |/evFB
 and ωc = vF /rc = eB/|EF |.Quantum mechanically the possible ‘orbits’ are quantized and we obtain the
 so-called LLs. Quasi-classically we can still try to define a cyclotron radius andfrequency.
 2.3.2 Landau levels
 Further on we will derive the LLs of a standard 2DEG, single-layer, and bilayergraphene. The results can be summarized as follows:
 The LLs in the standard 2DEG, obeying the Schrodinger equation with aneffective mass, are given by
 En = ~ωc(n+ 1/2), (2.59)
 with ωc = ~/(ml2B) ∝ B and lB =√
 ~eB the magnetic length.
 In the case of single-layer graphene we obtain (McClure, 1956)
 En = ±√
 2e~v2FBn = ±~ωD
 √n ∝√B n, (2.60)
 with the cyclotron frequency ωD given by
 ωD =√
 2vF /lB , with lB =
 √~eB
 the magnetic length. (2.61)
 In both cases the index n = 0, 1, 2, . . . Notice that for single-layer graphene the LLsdepend on energy as the root of the index n, in contrast to the standard 2DEGwhose LLs are equally spaced. Furthermore, in this case there is a LL at zeroenergy.
 In bilayer graphene in the four-band approximation the LLs are, for zero bias(∆ = 0), given by (Pereira et al., 2007)
 εn =sgn(n)√
 2
 √t′2 + 2(2|n|+ 1)±
 √(t′2 − 2)28|n|, (2.62)
 with the dimensionless coupling t′ = t⊥lB/~vF depending on the magnetic field
 strength through the magnetic length lB =√
 ~eB . This results in LLs that are
 equally spaced for energies close to zero, while being spaced as the root of theindex n further away from zero-energy, that is, converging to the LLs for a singlelayer. In the two-band approximation we see that this reduces to (McCann andFal’ko, 2006)
 En = ±~ωBsgn(n)√|n|(|n| − 1), (2.63)
 with ωB =√
 2v2F /(t⊥lB). This approximation leaves us with LLs that are nearly
 equally spaced in energy, similar to the standard 2DEG, but with an extra LL atzero-energy.
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 See also Fig. 2.8, where the DOS corresponding to the LLs is plotted. In this plotwe assumed a lorentzian broadening of the levels given by (Γ/π) [(E−En) + Γ2]−1
 with a broadening factor Γ = 0.07 ~ωc, where ωc has to be replaced by ωD(ωB) inthe case of single-layer(bilayer) graphene.
 Figure 2.8: DOS corresponding to the broadened Landau Levels for (a) single-layer graphene, (b) the standard 2DEG, (c) bilayer graphene (in the two-bandapproximation).
 Let us start with the derivation of the LLs in a standard 2DEG, due to anapplied perpendicular magnetic field.
 Standard 2DEG: Schrodinger case
 The Hamiltonian is given by
 H =(p+ eA)2
 2m, such that B = Bez = ∇×A. (2.64)
 Taking the Landau gauge A = (0, Bx, 0), the Hamiltonian becomes
 H =1
 2m
 [p2x + (py + eBx)2
 ]. (2.65)
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 Since [py, H] = 0, the momentum in the y-direction is a constant of motion py =~ky, and the Hamiltonian becomes similar to the shifted harmonic oscillator
 H =1
 2m
 [p2x + (~ky + eBx)2
 ]=
 p2x
 2m+
 1
 2mω2
 c
 (~kyeB
 + x
 )2
 , (2.66)
 where ωc = eB/m. Introducing the dimensionless variable X = xlB − ~kyeB , P =
 −i∂X , and ε = ml2BE/~2 = E/(~ωc) with the magnetic length lB =√~/eB, the
 Schrodinger equation becomes
 1
 2(P 2 + X2)ψ = εψ. (2.67)
 Writing the left hand side as the square of an operator (P 2 + X2) = (P + iX)(P −iX) + i[P , X], defining a = (P − iX)/
 √2, and using i[P , X] = 1, one obtains
 H = ~ωc(a†a+ 1/2) = ~ωc(aa† − 1/2), (2.68)
 where we notice that [a, a†] = 1. Because N.= a†a commutes with the Hamiltonian
 H, there exists a common basis of eigen states |n〉. Hence if N |n〉 = n|n〉, itfollows that Na†|n〉 = a†aa†|n〉 = a†(N + 1)|n〉 = (n + 1)|n〉, therefore a†|n〉 =√n+ 1|n+1〉. In an analogous way it can be shown that a|n〉 =
 √n|n−1〉, hence the
 eigenvalues of N are discrete numbers n. Because 〈N〉 = 〈n|N |n〉 = 〈n|a†a|n〉 ≥ 0,the lower bound of the eigenvalues must be finite. This is possible only if n includes0 such that a|0〉 = 0, consequently, n ∈ N. The eigenvalues of H = ~ωc(N + 1/2)are therefore En = ~ωc(n+ 1/2). The eigenstates of the Hamiltonian can be foundby determining the ground state. In position space we have ψ0(x) = 〈X|0〉 froma|0〉 = 0:
 0 = 〈X|a|0〉 = −i(X + ∂X)ψ0(X), (2.69)
 and solving this differential equation we obtain ψ0(X) = π(−1/4) exp(−X2/2).Higher energy states are determined by recursively applying the ladder operator(n+ 1)−1/2a†|n〉 = |n+ 1〉. This leads to the Hermite polynomials.
 Single-layer graphene
 In the case of single-layer graphene with a perpendicular applied magnetic field,the Hamiltonian is
 H = vF
 (0 (p+ eA)†
 p+ eA 0
 )= vF
 (0 px − i(py + eBx)
 px + i(py + eBx) 0
 ),
 (2.70)where the vector potential is defined by B = Bez = ∇ ×A. Like in the nonrel-ativistic case we make the equation dimensionless by introducing X = xlB − ~ky
 eB ,
 P = −i∂X :
 Hψ =1√2
 (0 P − iX
 P + iX 0
 )ψ =
 (0 aa† 0
 )ψ =
 ElB√2~vF
 ψ = εψ. (2.71)
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 After taking the square of the Hamiltonian the equation becomes diagonal:
 H2ψ =
 (aa† 00 a†a
 )ψ = ε2ψ. (2.72)
 The equation for the lower part of the spinor is the eigenvalue equation of theoperator N = a†a for the 2DEG, while the upper part corresponds to aa† = N + 1.Denoting the eigenstates ψn = (un, vn)T , one obtains
 (N + 1)um = (m+ 1)um,
 Nvn = nvn,(2.73)
 with n ∈ N and n = m + 1 the square of the eigenvalues, hence εn = s√n. From
 the original Hamiltonian one derives√n− 1|n − 1〉 = aun = εnvn = s|εn||n〉.
 Therefore the eigenstates are defined as a function of the solutions for the 2DEG
 ψn =
 (unvn
 )=
 (|n− 1〉s|n〉
 ), (2.74)
 where if n = 0 then |n − 1〉 = 0 and the sign s = +1. The eigenvalues are
 En =√
 2~vFlB
 εn = s~ωD√n, with the cyclotron frequency defined by ωD =
 √2vFlB
 .
 Bilayer graphene
 The bilayer graphene Hamiltonian in the two-band approximation is
 H = vF
 (0 (π†)2
 π2 0
 )= vF
 (0 [px − i(py + eBx)]2
 [px + i(py + eBx)]2 0
 )(2.75)
 where the vector potential is defined by B = Bez = ∇×A. In dimensionless unitswith X = xlB − ~ky
 eB , P = −i∂X one obtains
 Hψ =1√2
 (0 (P − iX)2
 (P + iX)2 0
 )ψ =
 (0 a2
 (a†)2 0
 )ψ =
 ElB√2~vF
 ψ = εψ.
 (2.76)Taking the square of the Hamiltonian diagonalizes the equation:
 H2ψ =
 (a2a†
 20
 0 a†2a2
 )ψ = ε2ψ. (2.77)
 Writing both operators on the diagonal as a function of the number operator oneobtains
 a2a†2
 = a(a†a+ 1)a† = (aa†)2
 + aa† = (N + 1)2 + (N + 1)
 = (N + 1)(N + 2),
 a†2a2 = a†(aa† − 1)a = N(N − 1).
 (2.78)
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2.3. APPLYING A MAGNETIC FIELD
 Since N commutes with operators which are polynomials in N , the eigenstates ofthe upper and lower part are given by |n〉. Denoting the eigenstates ψn = (un, vn)T ,one obtains
 (N + 1)(N + 2)um = (m+ 1)(m+ 2)um,
 N(N − 1)vn = n(n− 1)vn,(2.79)
 with n ∈ N and n = m+ 2 the square of the eigenvalues, hence εn = s√n(n− 1),
 with s = ±1. From the original Hamiltonian one finds√n(n− 1)|n− 2〉 = a2un =
 εvn = s|ε||n〉. Therefore the eigenstates are defined as a function of the solutionsfor the 2DEG
 ψn =
 (unvn
 )=
 (|n− 2〉s|n〉
 ). (2.80)
 If n = 0, 1 then |n− 1〉 = 0 and |n− 2〉 = 0. The sign s = +1, hence the zeroth LL
 is twice degenerate, for n = 0, 1. The eigenvalues are En =√
 2~vFlB
 εn = s~ωB√n,
 with the the cyclotron frequency defined by ωB =√
 2v2FlBt⊥
 .
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3Klein tunneling of Dirac-particles versus
 bosons obeying the Klein-Gordon equation
 3.1 Introduction
 The behavior of charge carriers in wide single-layer graphene sheets is that of chiral,“relativistic” massless particles with a “light speed” equal to the Fermi velocity ofthe crystal (vF ≈ c/300) and a gapless linear dispersion close to the K and K ′
 points. The absence of a gap and the chiral nature of the electronic states, in bothsingle-layer and bilayer graphene, is at the root of phenomena such as the Kleintunneling which is the perfect transmission of carriers, upon normal incidence,through a potential barrier. The role of chirality in the electronic properties ofmassless fermions can be assessed or further appreciated by contrasting the behav-ior of chiral, massless fermions with that of non-chiral, massless zero-spin bosons.The influence of introducing a gap in the spectrum, introducing a mass term, isalso of interest.
 In this chapter we study the transmission through a one-dimensional potentialbarrier and the bound states thereof. In Sec. 3.2 we investigate the tunnelingof zero-spin particles (bosons) through a single barrier using the Klein-Gordonequation, while in Sec. 3.3 we use the Dirac equation. In Sec. 3.4 we look at theinfluence of a nonzero mass term. Finally, in Sec. 3.5 we summarize the results.
 3.2 Klein-Gordon equation
 We first calculate the transmission of zero-spin bosons through a single barrier ofheight V and width L, shown in Fig. 3.1, using the Klein-Gordon equation in twodimensions:
 ∇2ψ(x, y) = − 1
 ~2v2F
 [(E − V (x))2 −m2v4
 F
 ]ψ(x, y), (3.1)
 1The results of this chapter were published as:M. Barbier, F. M. Peeters, P. Vasilopoulos, and J. M. Pereira Jr, Phys. Rev. B 77, 115446 (2008).
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CHAPTER 3. KLEIN TUNNELING OF DIRAC-PARTICLES VERSUSBOSONS OBEYING THE KLEIN-GORDON EQUATION
 Figure 3.1: 1D potential barrier V (x) of height V and width L.
 where we use the Fermi-velocity vF ≈ c/300 instead of the velocity of light c.Since the Hamiltonian H commutes with py we look for solutions of the formψ(x, y) = ψ(x)eikyy. This results in the equation
 ∇2ψ(x) = −[(ε− u(x))2 − k2
 y − µ2]ψ(x, y), (3.2)
 where we used the dimensionless variables ε = EL/~vF , u(x) = V (x)L/~vF , ky =kyL, µ = mvFL/~, and x = x/L, which scale with the barrier length L. Theresulting equation for ψ(x) within a region of constant potential V (x) is solved by
 ψ(x) = e±iλx with λ =√
 (ε− u(x))2 − k2y − µ2. To find the solution of the wave
 function for stepwise potential profiles, such as the square barrier considered here,we make use of the transfer matrix approach.
 3.2.1 Transfer matrix approach
 The wave function in the jth region ψj(x) of the constant potential Vj is given bya superposition of the eigenstates given by ψlj = e−iλjx and ψrj = eiλjx,
 ψj(x) = Ajψrj +Bjψlj . (3.3)
 From the continuity of the electron current density one finds that the solutions andtheir derivatives should be continuous at the interfaces. This boundary conditionresults in the transfer matrix Nj relating the coefficients Aj and Bj of region jwith those of the region j + 1 as follows:(
 AjBj
 )= Nj+1
 (Aj+1
 Bj+1
 ). (3.4)
 By employing the transfer matrix at each potential step we obtain, after n steps,the relation (
 A0
 B0
 )=
 n∏j=1
 Nj(AnBn
 ). (3.5)
 The transfer matrix is given by N =∏nj=1Nj .
 3.2.2 Transmission
 To describe transmission we assume the following: In the region to the left ofthe barrier we assume A0 = 1, and denote by B0 = r the reflection amplitude.
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 Likewise, to the right of the nth barrier we have Bn = 0 and denote by An = t thetransmission amplitude. The transmission probability T can be expressed as theratio of the transmitted current density jx over the incident one. This results inT = (λ′/λ)|t|2, with λ′/λ the ratio between the wave vector λ′ to the right and λto the left of the barrier. If the potential to the right and left of the barrier is thesame we have λ′ = λ. For a single barrier the transmission amplitude is given byT = |t|2 = |N11|−1, with Nij the elements of the transfer matrix N .
 This results in the transmission given by
 T (E, ky) =
 [1 +
 (λ2
 0 − λ2b
 2λ0λb
 )2
 sin2(λbL)
 ]−1
 , (3.6)
 where (λ0)λb is the wave vector (outside)inside the barrier. If λb becomes imag-inary, then λb is replaced by i|λb| and sin(λbL) by i sinh(λbL) in this equation.Notice that in contrast to the non-relativistic case, λb depends on ky. The resultfor the non-relativistic case is obtained by inserting ky = 0, λ0 = [2mE/~2]1/2, andλb = [2m(E − V )/~2]1/2 in Eq. (3.6).
 From Eq. (3.6) we find that when λb = nπ/L, a resonance in the transmissionoccurs, that is, T = 1. For these values of the wave vector λb bound states areavailable in the barrier, and electrons can tunnel via these states through thebarrier. The transmission is plotted in Fig. 3.2(b), where we see that severalresonances occur for resonances below the barrier heigth, where traditionally notransmission is expected.
 3.2.3 Bound states
 For k2y +µ2 > ε2 the wave function outside the barrier (well) becomes an exponen-
 tially decaying function of x, ψ(x) ∝ exp{±|λ0|x} with |λ0| = [k2y + µ2 − ε2]1/2.
 Localized states form near the barrier boundaries (Pereira Jr et al., 2006); however,they are propagating freely along the y-direction. The spectrum of these boundstates can be found by setting the element N11 of the transfer matrix equal to zero.In Fig. 3.2(b) these bound states are shown, as a function of ky, by the solid bluecurves. If one would zoom in on the these curves, one would notice that at certainvalues of ky, they have an infinitely steep slope. This would imply that the ve-locity v(ky) ∝ ∂ε/∂ky becomes infinite which is impossible. This anomaly shouldbe dedicated to the ill-defined interpretation of the single-particle Klein-Gordonequation.
 3.3 Dirac particles
 We describe the electronic structure of an infinitely large, flat graphene flake bythe nearest-neighbor TB model and consider wave vectors close to the K point.The relevant Hamiltonian in the continuum approximation and the single-valleyapproximation isH = vFσ·p+V 1+mv2
 Fσz, with p the momentum operator, V the
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CHAPTER 3. KLEIN TUNNELING OF DIRAC-PARTICLES VERSUSBOSONS OBEYING THE KLEIN-GORDON EQUATION
 potential, 1 the 2×2 unit matrix, σi (i = x, y, z) the Pauli-matrices, σ = (σx, σy),and vF ≈ 106m/s the Fermi velocity. Explicitly, H is given by
 H =
 (V +mv2
 F −ivF~(∂x − i∂y)−ivF~(∂x + i∂y) V −mv2
 F
 ). (3.7)
 In the presence of a 1D rectangular potential V (x), such as the one shown inFig. 3.1, the equation (H − E)ψ = 0 yields (right- and left-travelling) plane wavesolutions of the form ψl,r(x)eikyy with
 ψr(x) =
 (ε+ µλ+ iky
 )eiλx, ψl(x) =
 (ε+ µ−λ+ iky
 )e−iλx, (3.8)
 here λ = [(ε − u(x))2 − k2y − µ2]1/2 is the x component of the wave vector, ε =
 EL/~vF , u(x) = V (x)L/~vF , and µ = mvFL/~. Like in the bosonic case we useddimensionless parameters ε, u(x) and µ which scale with the characteristic lengthL of the potential barrier structure. Contrary to the Klein-Gordon equation, thesolutions of the Dirac equation are spinors.
 Neglecting the mass term one rewrites Eq. (3.8) in the simpler form
 ψr(x) =
 (1seiφ
 )eiλx, ψl(x) =
 (1
 −se−iφ
 )e−iλx, (3.9)
 with λ = [(ε− u(x))2 − k2y]1/2, tanφ = ky/λ, and s = sgn(ε− u(x)).
 3.3.1 Transmission
 Similar to the bosonic case we can calculate the transmission probability. Since forsingle-layer graphene the current density is given by jx = vFψ
 †σxψ, the derivativeof the wave function is allowed to be discontinuous. Therefore the transfer matrixN is a 2× 2 matrix and the transmission is given by T = (λ′ε/λε′)|t|2, with λ(λ′)and ε(ε′) the wave vector and the energy ε− u(x) to the left(right) of the barrier.For a single barrier the transmission amplitude is given by T = |t|2 = |N11|−1, withNij the elements of the transfer matrix N . Explicitly, t can be written as
 1/t = cos(λbL)− iQ sin(λbL),
 Q = (ε0εb − k2y − µ2)/λ0λb;
 (3.10)
 the indices 0 and b refer, respectively, to the region outside and inside the barrierand εb = ε−u. A contour plot of the transmission for µ = 0 is shown in Fig. 3.2(a).We clearly see: 1) T = 1 for ky = 0, which is the well-known Klein tunneling, and 2)strong resonances when λbL = nπ, which describe hole scattering above a potentialwell.
 3.3.2 Bound states
 For k2y +µ2
 0 > ε2 the wave function outside the barrier (well) becomes an exponen-
 tially decaying function of x, ψ(x) ∝ exp{±|kx|x} with |kx| = [k2y + µ2
 0 − ε2]1/2.
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3.4. INFLUENCE OF THE MASS TERM
 Figure 3.2: Contour plot of the transmission through a single barrier with µ = 0and ub = 10 for (a) Dirac fermions and (b) bosons governed by the Klein-Gordonequation.
 Localized states form near the barrier boundaries (Pereira Jr et al., 2006); however,they are propagating freely along the y-direction. The spectrum of these boundstates can be found by setting the determinant of the transfer matrix equal to zero.For a single potential barrier (well) it is given by the solution of the transcendentalequation
 |λ0|λb cos(λbL) + (k2y + µ0µb − ε(ε− u)) sin(λbL) = 0. (3.11)
 In Fig. 3.2(a) these bound states are shown, as a function of ky, by the solid bluecurves.
 3.4 Influence of the mass term
 For a one-dimensional potential profile the effect of the mass term µ in the Dirac-or Klein-Gordon equation is equivalent to the effect of the transversal momentumky.
 In the Klein-Gordon equation this is evident from the form of Eq. (3.2). To seehow this comes about in the Dirac equation consider the terms M = µ and Y = kyin the 2D Dirac equation
 H = −iσx∂x + Y σy +Mσz + V (x)1. (3.12)
 Applying the uniform transformation Ux(φ/2) = e−iφ2 σx , which commutes with σxand 1 but not with σy,z, we obtain
 H ′ = UxHU†x = −iσx∂x + eiσxφ/2[Y σy +Mσz]e
 −iσxφ/2 + V (x)1, (3.13)
 Because of the property Ujσi = σiU−1j if i 6= j we can rewrite
 eiσxφ/2[Y σy+Mσz]e−iσxφ/2 = [M cosφ−Y sinφ]σz+[Y cosφ+M sinφ]σy. (3.14)
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CHAPTER 3. KLEIN TUNNELING OF DIRAC-PARTICLES VERSUSBOSONS OBEYING THE KLEIN-GORDON EQUATION
 Hence we can define new effective mass and effective ky terms{M∗ = M cosφ− Y sinφ,
 Y ∗ = M sinφ+ Y cosφ.(3.15)
 In matrix notation this becomes(M∗
 Y ∗
 )=
 (cosφ − sinφsinφ cosφ
 )(MY
 ). (3.16)
 From this transformation we can see that we can make M∗ = 0 if defining therotation angle φ from M/Y = tanφ and Y ∗ = 0 if Y/M = − tanφ. This allowsus to simplify the Hamiltonian. We can then solve H ′ψ′ = Eψ′ for this simplifiedHamiltonian and afterwards transform back to the original Y and M terms by theinverse transformation (
 MY
 )=
 (cosφ sinφ− sinφ cosφ
 )(M∗
 Y ∗
 ). (3.17)
 Therefore, it is sufficient to solve the one-dimensional massive Dirac equation. Forthat equation Klein tunneling through a potential barrier is only possible if theincident energy E and the height of the barrier V are such that mv2
 F < E <V −mv2
 F , hence a non-zero ky reduces the Klein tunneling effect.
 3.5 Summary
 Summarizing we find that a linear spectrum is not sufficient to have Klein tunneling.This we can see from the transmission for massless bosons obeying the Klein-Gordon equation; although it has several resonances for energies well under thebarrier height, the transmission is not perfect (not exactly equal to one for allenergies) for ky = 0. Bound states can be obtained for a barrier from both theDirac equation and the Klein-Gordon equation. These bound states occur becauseof the available hole states inside the barrier, while no propagating states are foundoutside the barrier. The bound states obtained for the Klein-Gordon equation haveno well-defined velocity vy. This is caused by problems with the single particleinterpretation owing to the Klein-Gordon equation. Therefore, the results obtainedfrom the Klein-Gordon equation must be interpreted carefully, we did not pursuefurther along this line. The influence of a mass-term for the Dirac equation andthe Klein-Gordon equation with an applied one-dimensional electrostatic potentialcan be incorporated as an effective ky momentum. Because a mass term reducesthe Klein tunneling, a nonzero ky does likewise.
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4Single-layer graphene: extra Dirac points
 and collimation in SLs
 4.1 Introduction
 One can alter the behavior of the electrons of materials by applying a periodic po-tential (superlattice) on it. Here we look at the influence of a 1D periodic potentialapplied to single-layer graphene. To investigate the behavior of the electrons, it isespecially clarifying to have a look at the spectrum or bandstructure of the system.
 In this chapter we look to two phenomena in particular, which can both be seenas being a consequence of altering the bandstructure. On the one hand we havethe splitting of the single Dirac cone (at the K or K ′ point) into multiple cone-shaped valleys. Thereby, in addition to the original one, extra touching points atthe Fermi-level appear. We will refer to this phenomenon as the emergence of extraDirac points (Ho et al., 2009; Bliokh et al., 2009). Those extra Dirac points areinteresting because of their accompanying zero modes (Sun et al., 2010), but alsofor their influence on many physical properties, such as the density of states (Hoet al., 2009), the conductivity (Barbier et al., 2010a; Wang and Zhu, 2010) and theLandau levels upon applying a magnetic field (Park et al., 2009b; Sun et al., 2010).Here we will mostly study their influence on the conductivity and the DOS. On theother hand we have the collimation of electrons by the SL structure. By collimationwe mean the restriction of movement of the electrons to a single or a few directions.This collimation is in particular known to be of value in optical systems but alsohas applications in electronic systems. Both these phenomena are connected in thesense that the parameters of the SL suitable for new Dirac points to emerge arethe same as the ones needed to have collimation in the electron movement. Thisfact will be pointed out for the rectangular SL.
 This chapter is organized as follows. We start in Sec. 4.2 by investigating thetransmission and bound states of a single unit cell of a square SL, using the methodsof the previous chapter. In Sec. 4.3 the model to solve the SL system is explained
 1The results of this chapter were published as:M. Barbier, P. Vasilopoulos, and F. M. Peeters, Phys. Rev. B 81, 075438 (2010), andM. Barbier, P. Vasilopoulos, and F. M. Peeters, Phil. Trans. R. Soc. A 368, 5499 (2010).
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CHAPTER 4. SINGLE-LAYER GRAPHENE: EXTRA DIRAC POINTS ANDCOLLIMATION IN SLS
 and we obtain its dispersion relation. In Sec. 4.4 we investigate the emergence of theextra Dirac points, approximate the implicit dispersion relation for small energies,and take a closer look at the group velocity near the extra Dirac points. Sec. 4.5is dedicated to the phenomenon of collimation of the Dirac electrons. Further weinvestigate the influence of the features of the spectrum on the DOS (in Sec. 4.6)and conductivity (in Sec. 4.7). A summary and concluding remarks are given inSec. 4.8.
 4.2 Single unit cell
 Before we study SLs, let us make the connection with Ch. 3 by considering thetransmission through, and bound states of, a single unit cell of a square SL. The
 Figure 4.1: (a) A single unit of a potential well next to a potential barrier. Thepotential barrier(well) has height Vb(Vw) and width Wb(Ww). (b) A superlatticepotential with a unit cell as in (a).
 potential structure under consideration is that of a potential barrier next to apotential well but with average potential equal to zero, as described by Arovaset al. (2010). This is the unit cell (shown in Fig. 4.1(a)) of the SL we will usein Sec. 4.4 where extra Dirac points will be found. In Fig. 4.2(a) the Diraccone outside the barrier is shown as a gray area (only the part in positive ky isshown, because the spectrum is symmetric in ky), inside this region there are nobound states. Superimposed are gray lines corresponding to the edges of the Diraccones inside the well and barrier that divide the (E, ky) plane into four regions.Region I corresponds to propagating states inside both the barrier and well whileregion II (III) corresponds to propagating states inside the well (barrier) only. Inregion IV no propagating modes are possible, neither in the barrier nor in the well.Figure 4.2(b) shows that the bound states of this structure are composed of theones of a single barrier and those of a single well. Anticrossings take place wherethe bands otherwise would cross. The resulting spectrum is clearly a precursor ofthe spectrum of a SL shown in Fig. 4.3.
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 Figure 4.2: (a) Four different regions for a single unit of Fig. 4.1(b) with ub = 24,uw = 16, Wb = 0.4 and Ww = 0.6. (b) Bound states for a single barrier (dashedblue curves) and well (dashed red curves) and the combined barrier-well unit (blackcurves).
 4.3 Rectangular superlattices
 Now we turn to the system of a 1D SL. From an analytical point of view it isattractive to consider a rectangular SL with its corresponding periodic potentialgiven by
 V (x) = V0
 ∞∑j=−∞
 [Θ(x− jL)−Θ(x− jL−Wb)], (4.1)
 with Θ(x) the step function. The solution of the wave function corresponds to aBloch function and satisfies the periodicity condition ψ(L) = ψ(0) exp(ikx), withkx the Bloch phase. Using this relation together with the transfer matrix for asingle unit ψ(L) =Mψ(0) leads to the condition
 det[M− exp(ikx)] = 0. (4.2)
 This results in the transcendental equation
 cos kx = cosλwWw cosλbWb −Q sinλwWw sinλbWb, (4.3)
 from which we obtain the energy spectrum of the system. In Eq. (4.3) we used thefollowing notation:
 εw = ε+ uWb, εb = ε− uWw, u = V0L/~vF , Wb,w →Wb,w/L,
 λb,w = [ε2b,w − k2
 y − µ2b,w]1/2, Q = (εwεb − k2
 y − µbµw)/λwλb.
 4.4 Extra Dirac points
 In the previous section we derived the dispersion relation for the SL system. Nowwe will use this expression to investigate the appearance of extra Dirac points.
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 EL/~v F
 kyL
 Figure 4.3: Projection on the (E, ky) plane of the spectrum of a SL with unit cellequal to the one of Fig. 4.2.
 From Eq. (4.3) it can be seen that the dispersion relation possesses the symmetryproperty ε → −ε for Wb ↔ Ww. The asymmetric spectrum is not unexpectedbecause the symmetry of the potential around the Fermi level is lost for Wb 6= 1/2.When studying the emergence of extra Dirac points it is convenient to consider thecase of a symmetric potential separate from the asymmetric one. First we considerthe symmetric one. For Wb = 1/2 we have
 cos kx = cosλw2
 cosλb2−G sin
 λw2
 sinλb2, (4.4)
 where εw = ε + u/2 and εb = ε − u/2. For this interesting case, the potentialpossesses particle-hole symmetry and the extra Dirac points originate at the Fermilevel; we will show their arrangement, in k space, in Sec. 4.4.1.
 Figure 4.4: The spectrum resulting from Eq. (4.3) is plotted for (a) equal barrierand well widths, i.e., for Ww = Wb = 1/2, and u = 10π, (b) unequal barrierand well widths, Ww = 0.6 and Wb = 0.4, and u = 6π. (c) Contourplot of theconduction band of (a).
 In Fig. 4.4(a) the spectrum resulting from Eq. (4.4) for equal barrier and well
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 widths, i.e., for Ww = Wb = 1/2, is plotted for u = 10π. As can be seen, thespectrum is symmetric about the Fermi level; there are two extra Dirac pointson both sides of the main Dirac point, and their velocities are renormalized. Theanisotropic behavior of the new Dirac cones is more clear in the projection on the(kx, ky)-plane of the conduction band shown in Fig. 4.4(c). Further details aboutthe renormalization of the velocities are given in Sec. 4.4.3.
 For unequal barrier and well widths the spectrum is shown in Fig. 4.4(b) forWb = 1−Ww = 0.4 and u = 6π. The spectrum is no longer symmetric around theFermi level, the two extra Dirac points are shifted in energy relative to the mainpoint, and their velocities are renormalized. The location of the extra Dirac pointsis investigated in next section.
 4.4.1 Appearance of extra Dirac points
 In order to find the location of the Dirac points we assume kx = 0, ε = 0, andWb = Ww = 1/2 in Eq. (4.4). Eq. (4.4) then becomes
 1 = cos2 λ/2 +[(u2/4 + k2
 y)/(u2/4− k2y)]
 sin2 λ/2, (4.5)
 which has solutions for u2/4 − k2y = u2/4 + k2
 y or sin2 λ/2 = 0. For the firstpossibility ky = 0 is the only solution and corresponds to the usual Dirac point.The second possibility leads to λ/2 = jπ with j 6= 0, because λ = 0 makes thedenominator u2/4− k2
 y = λ2 vanish and does not lead to a solution. For λ/2 = jπwe have
 ky,j± = ±√u2
 4− 4j2π2 = ±
 √( V0
 2~vF
 )2
 −(2jπ
 L
 )2
 , (4.6)
 where we reinserted the dimensions after the second equality sign. As such, Eq. (4.6)describes the spatial arrangement of the extra Dirac points along the ky axis. Also,it clearly shows how many points we have at particular values of u, namely 2× (umod 4π), and where they are located in k space. Each time u becomes a multipleof 4π a new pair of Dirac points is generated for ky = 0. The condition j 6= 0 givesus a threshold value of u = 4π for the emergence of the first pair. The integer jdenotes the jth extra Dirac point, so the outer extra Dirac points have j = 1 asthey are generated first.
 In Fig. 4.5(a) we show slices of the SL spectrum along ky for kx = 0 andu = 6π. The solid red, dash-dotted green, and dashed blue curves correspondto barrier widths Wb = 0.5, 0.6, and 0.7 respectively. The thin black line is thecurve on which the extra Dirac points, on the left of the main one at ky = 0, arelocated for various Wb. In Fig. 4.5(b) we show slices of the spectrum along ky forkx = 0 and Wb = Ww = 1/2. The solid red, dot-dot-dashed black, dashed green,and dash-dotted blue curves are for different values of the barrier height such thatu/2 = 2π, 3π, 4π, and 6π respectively. For values of u/2 that are multiples of 2π,new Dirac points are generated. Interestingly, if new extra points are to arise, thedispersion becomes almost flat along the ky axis at the Dirac point, i.e., collimationoccurs. We will revisit to this issue in Sec. 4.4.3.
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 (a)EL/~v F
 kyL/π
 (b)
 EL/~v F
 kyL/π
 Figure 4.5: Slices of the SL spectrum along ky with kx = 0 and u = 6π. (a) Thesolid red, dash-dotted green, and dashed blue curves correspond to barrier widthsWb = 0.5, 0.6, and 0.7 respectively. The thin black line is the curve on which theextra Dirac point, to the left of the main one at ky = 0, is located for various Wb.Only the new points to the left of the main one are shown. (b) As in (a) for fixedWb = 0.5. The solid red, dot-dot-dashed black, dashed green, and dash-dotted bluecurves are for different values of the barrier height such that u/2 = 2π, 3π, 4π, and6π, respectively.
 Unequal well and barrier widths. We return to the more general case of un-equal well and barrier widths for which Wb 6= 1/2. It is more difficult to locatethe extra Dirac points which no longer occur at the Fermi level as seen from thegreen and blue curves in Fig. 4.5(a) showing slices of spectra from Eq. (4.3) forkx = 0. By means of the symmetry ε → −ε for Wb ↔ Ww, we know the com-plementary plots for Wb → 1 −Wb. As can be seen, the extra Dirac points shiftmainly down (up) in energy as Wb increases (decreases). Their amount is equalto 2 × (u mod π/WbWw). To find their coordinates (ε, kx = 0, ky) we assumesin(λwWw)=sin(λbWb) = 0 and cos(λwWw) = cos(λbWb) = ±11. This gives (seeApp. A.1)
 εj,m =u
 2(1− 2Wb) +
 π2
 2u
 (j2
 W 2w
 − (j + 2m)2
 W 2b
 ),
 kyj,m = ±[(εj,m + uWb)
 2 − (jπ/Ww)2]1/2
 ,
 (4.7)
 where j and m are integers. This method also shows higher and lower crossingpoints if m 6= 0. In Fig. 4.5(a) the extra Dirac points on the left, obtained withthis method, are indicated by open circles and the thin black curve shows theirtrajectory in (E, ky) space as the width Wb varies. For a particular u there isa minimal width Wb (and a corresponding maximal width Wb → 1 −Wb) below
 1The implicit function theorem cannot be applied if the gradient (Jacobian) of the dispersionrelation is zero. This occurs because of the crossing of the bands at these points: from the formof the derivatives, too long to write down, we can see that they are both zero if sin(λWw) =sin(ΛWb) = 0 and cos(λWw) = cos(ΛWb).
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 (above) which the various extra Dirac points disappear. In Fig. 4.5(a) the “Diraccones” at these crossing points for m = 0 are not only reshaped with a renormalizedanisotropic velocity but, as shown by the blue dashed curve, the “extra Dirac point”is not at a local minimum (maximum) of the conduction (valence) band.
 4.4.2 Analytical expression for the spectrum for small ener-gies ε
 As the purpose is to have a closer look at the behavior of the extra Dirac pointsand we cannot prohibit ky from being large, we expand Eq. (4.4) for small energies,up to second order in ε, and obtain the following explicit dispersion relation:
 ε± = ±[
 4|a2|2[k2y sin2(a/2) + a2 sin2(kx/2)
 ]k4ya sin a+ a2u4/16− 2k2
 yu2 sin2(a/2)
 ]1/2
 , (4.8)
 with a = [u2/4− k2y]1/2.
 If we only need the behavior of the spectrum near the K point (for small kxand ky), it suffices to make an expansion for small ε and ky in Eq. (4.4), up tothird order in products of ε and ky since this is the first order with an energydependence. The result is
 2 cos kx − 2 + ε2 − k2y sin2(u/4)/(u/4)2 = 0. (4.9)
 We then solve this equation for the energy ε and obtain
 ε ≈ ±[4 sin2 kx/2 + k2
 y sin2(u/4)/(u/4)2]1/2
 . (4.10)
 In Fig. 4.6(a) we show ε from Eq. (4.8) and compare it with the exact dispersionrelation, for kx = 0, following from Eq. (4.4). The expansion Eq. (4.8) is a rathergood approximation for low energies near the extra Dirac points; accordingly, wewill use Eq. (4.8) to further assess their behavior.
 4.4.3 Anisotropic velocity renormalization at the (extra) Diracpoint(s).
 The spectrum in the low-energy range consists of two kinds of valleys: one nearthe main Dirac point and the other near the extra Dirac points. Near the originalDirac point the spectrum is almost linear, perpendicular to the barriers, and flatparallel to them, whereas near the extra Dirac points the situation can be reverseddepending on the height of the barriers.
 Group velocity along the x-axis at the Dirac point. To compare with the collima-tion found by Park (Park et al., 2009a), we notice that in Fig. 4.5(b), for the solidred, dashed green, and dash-dotted blue curves, corresponding to barrier heightsthat are multiples of 4π, the dispersion becomes more flat for small ky. From
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 (a)
 EL/~v F
 kyL/π
 (b)
 EL/~v F
 kyL/π
 Figure 4.6: The projection of the SL spectrum onto the (E, ky)-plane with u = 10π.The lowest conduction bands are colored in cyan, red, and green for, the exactspectrum, and the approximations thereof given by (c) Eq. (4.8), and (d) Eq. (4.10),respectively. The approximate spectra are delimited by the dashed curves.
 Eq. (4.8) we could already expect that, to order k2y, the ky dependency disappears
 for these values of u. Further, if we expand Eq. (4.8) in powers of ky we obtain
 ε = sin(u/4)/(u/4) ky − (2/u5)[u3 cos (u/4)
 +4u2 sin(u/4)− 128 sin3(u/4)]k3y +O(k5
 y),(4.11)
 which is linear in ky, for small ky, and the velocity becomes
 vy/vF = ∂ε/∂ky ≈ sin(u/4)/(u/4). (4.12)
 In Fig. 4.7 the velocities of the Dirac point, in the x and y directions, are given bythe j = 0 curves. For u/2 = 2jπ we have
 ε ≈ ±k3y/8 j
 2 π2 +O(k5y), (4.13)
 which is cubic in ky for small ky. If j and consequently u become larger, thedispersion gets flatter.
 Group velocity along the y-axis at the extra Dirac points. The dispersion relationEq. (4.8) for the ky values of the extra Dirac points, determined by kyj,± = ±[u2/4−(2jπ)2]1/2, gives us an idea of how dispersionless the spectrum near these points isalong the x direction. If kyj,± exists, Eq. (4.8) becomes
 ε ≈ 32π2j2 sin(|kx|/2)/u2, (4.14)
 and the partial derivative of ε with respect to kx is
 vx/vF = ∂ε/∂kx ≈ sign(kx)16π2j2 cos(kx/2)/u2. (4.15)
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4.4. EXTRA DIRAC POINTS
 This means that for smaller j (the most distant extra Dirac points) the groupvelocity along the x-direction is strongly suppressed. Further, as u > 4jπ musthold in order for ky,j± to be real, |vx| is smaller than 1 (≡ vF ) at kx = 0. Only forthe special values u = 4jπ, for which new Dirac points appear, we have |vjx| = 1.
 Meanwhile the dispersion in the ky direction is also of interest. First, let ustake kx = 0 and expand the dispersion relation Eq. (4.8) for ky − kyj,± � 1. Tofirst order in this difference we obtain
 ε ≈ ±[4ky2j,±/u
 2](ky − kyj,±). (4.16)
 This gives the velocity vy at the extra Dirac points
 vyvF
 = ∂ε/∂ky ≈ 4ky2j,±/u
 2 = 4[u2/4− 4j2π2
 ]/u2. (4.17)
 Since the coordinates of the extra Dirac points should be real, ky2j,± is positive and
 smaller than u2/4 and we have vy < 1 (the outer Dirac points, for j = 1, show thelargest vy). This entails that both vx and vy are renormalized at the new Diracpoints according to:
 vjx/vF = (4jπ/u)2,
 vjy/vF = 1− vjx/vF .(4.18)
 A plot of the velocities of the extra Dirac points, in the x and y directions, givenby Eq. (4.18), is shown in Fig. 4.7. As seen, for the extra Dirac points, vjx, shownby the dashed red curves, starts from vF and decreases to zero with increasing uwhile vjy (dash-dotted blue curves), starts from zero and approaches vF slowly forlarge u.
 Figure 4.7: Velocities v0x and v0y (dash-dot-dotted red and solid blue curves,respectively), versus u at the original Dirac point and vjx and vjy (dashed red anddash-dotted blue curves, respectively), given by Eqs (4.15) and (4.17), versus u atthe extra Dirac points j = 1, 2, 3.
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CHAPTER 4. SINGLE-LAYER GRAPHENE: EXTRA DIRAC POINTS ANDCOLLIMATION IN SLS
 4.5 Collimation
 In a 1D SL it was found that the spectrum can be altered anisotropically (Parket al., 2008a; Bliokh et al., 2009). Moreover, this anisotropy can be made verylarge such that for a broad region in k space the spectrum is dispersionless in onedirection, and thus electrons are collimated along the other direction (Park et al.,2009a).
 We start by describing the collimation as done by (Park et al., 2009a); subse-quently we find the conditions on the parameters of the SL for which a collimationappears. It turns out that they are the same as those needed to create a pair ofextra Dirac points.
 Figure 4.8: The lowest conduction band of the spectrum of graphene near the Kpoint (a,b) in the absence of SL potential and (c,d) in its presence with u = 4π.(a) and (c) are contour plots of the conduction band with a contour step of 0.5~vF /L. (b) and (d) show slices along constant kyL = 0, 0.2, 0.4π.
 Following Park et al. (2009a), the condition for collimation to occur is∫BZ
 eissα(x) =
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4.6. DENSITY OF STATES
 0, where the function α(x) = 2∫ x
 0u(x′)dx′ embodies the influence of the potential,
 s = sign(ε) and s = sign(kx). For a symmetric rectangular lattice this correspondsto u/4 = nπ. The spectrum for the lowest energy bands is then given by Parket al. (2008b)
 ε ≈ ±[k2x + |fl|2k2
 y
 ]1/2+ πl/L, (4.19)
 with fl being the coefficients of the Fourier expansion eiα(x) =∑∞l=−∞ fle
 i2πlx/L.The coefficients fl depend on the potential profile V (x), with |fl| < 1. For asymmetric SL of square barriers we have fl = u sin(lπ/2−u/2)/(l2u2−u2/4). Theinequality |fl| < 1 implies a group velocity in the y direction vy < vF which canbe seen from Eq. (4.19).
 In Figs. 4.8(b,d) we show the dispersion relation E versus kx for u = 4π atconstant ky. As can be seen, when a SL is present in most of the Brillouin zonethe spectrum, partially shown in (c), is nearly independent of ky. That is, we havecollimation of an electron beam along the SL axis. The condition u = V0L/~vF =4nπ shows that altering the period of the SL or the potential height of the barriersis sufficient to produce collimation. This makes a SL a versatile tool for tuning thespectrum. Comparing with Figs. 4.8(a,b), we see that the cone-shaped spectrumfor u = 0 is transformed into a wedge-shaped spectrum (Park et al., 2009a).
 We will now compare the spectrum by Park et al. (2009a) with the approximatespectrum of Eq. (4.8). In order to do this, we expand Eq. (4.8) for small k; thisleads to
 ε ≈ ±[k2x + k2
 y sin2(u/4)/(u/4)2]1/2
 . (4.20)
 This spectrum has the form of an anisotropic cone and corresponds to that ofEq. (4.19) for l = 0 (higher l correspond to higher energy bands).
 4.6 Density of states
 At zero temperature the DOS D(E) is given by
 D(E) =∑n,k
 δ(E − Enk), (4.21)
 with E the energy. We show the DOS in Fig. 4.9, for Wb = 0.5 (solid red curve)and Wb = 0.4 (dashed blue curve), as well as the DOS for graphene without anySL potential (dash-dotted black curve); the latter is given by D(ε) = εD0/2π, withD0 = L/~vF the amount of states per unit area, L being the period of the SL.The DOS shows an oscillating behavior. The dips in it are located at the crossingpoints in the energy bands for ky = 0 (ε = nπ), while the peaks marked by a starare ascribed to the saddle points between the crossing points for kx = 0 and to theminima of the energy bands at the edge of the BZ, kx = ±π, marked by a cross.For Wb = 0.4 6= Ww the DOS (dashed blue curve) does not vanish at ε = 0 nor isit symmetric around this energy.
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 DO
 S(τF/L×e2/h
 )
 EL/~vF
 Figure 4.9: The DOS, for u = 6π, and Wb = 0.5 and 0.4 is shown by the solidred and dashed blue curve, respectively. Stars and crosses placed near the peaksof the solid red curve (for negative energies) are ascribed to saddle points in thespectrum, for kx = 0, and to minima for kx = π, respectively. The DOS without aSL potential is shown by the dash-dotted black curve.
 4.7 Conductivity
 The diffusive dc conductivity σµν for the SL system can be readily calculated fromthe spectrum if we assume a nearly constant relaxation time τ(EF ) ≡ τF . It isgiven by (Charbonneau et al., 1982)
 σµν(EF ) =e2βτFA
 ∑n,k
 vnµvnνfnk(1− fnk), (4.22)
 with A the area of the system, n the energy band index, µ, ν = x, y, and fnk =1/[exp(β(EF −Enk)) + 1] the equilibrium Fermi-Dirac distribution function; EF isthe Fermi-energy and β = 1/kBT .
 In Figs. 4.10(a,b) we show, respectively, σxx and σyy for a SL with u = 6π, andthe temperature dependency is given by β = ~vF /kBTL = 20 (in dimensionlessunits). The solid red and dashed blue curves correspond to Wb = 0.5 and Wb =0.4, respectively. The dash-dotted black curve shows the conductivity at zerotemperature and in the absence of a SL potential, σxx = σyy = εFσ0/4π, withεF = EFL/~vF and σ0 = e2/~. Notice that σxx is an oscillating function of theFermi level and recovers a quasi-linear behavior similar to that in graphene withouta SL potential when εF is well above the barrier height, as shown in the inset, i.e.,with the x axis displaced over the potential height or well depth, i.e., u/2 = 3π.On the average, σyy increases with εF and approaches the result without a SL forlarge energies.
 The oscillations in both σxx and σyy result from the motion of the Fermi-levelthrough the different SL minibands. Notice that for Wb = 0.4 the conductivitiesare asymmetric with respect to electron and hole conduction. In both cases, Wb =
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 (a)
 v Fτ Fσ
 0/L
 EFL/~vF
 (b)
 v Fτ Fσ
 0/L
 EFL/~vF(c)
 v Fτ Fσ
 0/L
 EFL/~vF
 (d)
 v Fτ Fσ
 0/L
 EFL/~vF
 Figure 4.10: (a) and (b) show the conductivities σxx and σyy versus Fermi energyfor a SL with u = 6π. The solid red and dashed blue curves are for Wb = 0.5and Wb = 0.4 (Ww = 1 −Wb), respectively. The dash-dotted black curves showthe conductivities in the absence of the SL potential, σxx = σyy = εFσ0/4π. Theinset in (a) shows the zoomed-out conductivity σxx, for Wb = 0.5, and the dashedlines are the conductivities of graphene in the absence of a SL but with a constantnon-zero potential applied, −V0/2 and +V0/2, so that EF is displaced by V0/2and u/2 = 3π. The inset in (b) is a zoom on σyy for small energies. (c) and (d)show σxx and σyy, for Wb = Ww = 0.5 for different potential heights, such thatu = 4π, 4.5π, 6π, 7.5π, and low energies.
 Ww = 0.5 and Wb = 0.4, σxx shows dips at εF = nπ, where energy band crossingsoccur in the spectrum for ky = 0. In the former case the DOS has dips occurringat the same energy values that are dominated by the same crossings. In the lattercase we see that, unlike the DOS, σxx is almost unaffected by the extra Dirac pointsfor low energies since the spectrum is almost flat near these points. Similarly, forWb = 0.4 we see that the minimum in σyy is located at εF ≈ 1, that is, the energyvalue for which the two extra Dirac points occur in the spectrum.
 In Figs. 4.10(c,d) we show σxx and σyy, respectively, for a SL with Wb =Ww = 0.5, for different potential heights, such that u = 0, 4π, 4.5π, 6π, 7.5π, andβ = ~vF /kBTL = 20. Notice that the conductivity σyy in the low-energy range(εF < 1) is lower than in the absence of a SL potential while its slope increases asthe potential barriers become higher. This is due to the extra Dirac points that
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CHAPTER 4. SINGLE-LAYER GRAPHENE: EXTRA DIRAC POINTS ANDCOLLIMATION IN SLS
 appear for larger potential heights, near which the velocity is larger along the yaxis. Notice that for εF < 1 we have σxx > σyy as a result of the inequality vx > vynear the Dirac point.
 4.8 Conclusions
 We investigated the appearance of zero modes, touching points at the Fermi level(extra Dirac points) in the spectrum of single-layer graphene in the presence of a1D SL. The system was described by a Dirac-type Hamiltonian, and the SL barrierswere square.
 In the general case of unequal well and barrier widths, there is no particle-holesymmetry and the extra Dirac points are no longer located at the Fermi-level.We obtained an analytical expression for the position of the crossing points in thespectrum. The extra “Dirac cones” that appear at the various crossing points arereshaped, i.e., they are no longer circular symmetric and the slope is renormalized.For fixed height of the barriers, we found lower and upper bounds for the barrierand well widths for the occurrence of these extra Dirac cones.
 For a SL with equal well and barrier widths we complemented the investigationsof Park et al. (2009b) and Brey and Fertig (2009), which numerically demonstratedthe emergence of extra Dirac points (zero modes). In doing so we found a simpleanalytical expression for the spatial distribution of these points in k space as wellas a threshold value of the potential strength for their appearance. Further, weapproximated the dispersion relation for energies close to the Fermi energy andfound an explicit expression for the k space behavior of the extra Dirac points atthe Fermi level. Using this expression we showed how the group velocities at thevarious extra Dirac points are renormalized in the x and y directions. We alsoquantified how dispersionless the spectrum is in the neighborhood of a Dirac pointalong the y direction and the emergence of new points at which the conduction andthe valence bands touch each other.
 Finally, we numerically obtained the DOS, which exhibits an interesting oscil-latory behavior and is reflected in the conductivity of the system. We found thatthe dips in the DOS, for symmetric SLs, are located at the touching points in thespectrum for k = 0, i.e., for ε = nπ. For asymmetric SLs these dips persist butextra dips due to the extra Dirac points arise. The conductivity σxx was found tohave dips at the same values for εF as the DOS, while the main features of σyy inthe low-energy range are due to the spectrum near the extra Dirac points.
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5Single-layer graphene: Kronig-Penney
 model
 5.1 Introduction
 In this chapter we describe how the electronic structure of massless Dirac fermionsin single-layer graphene is modified by a periodic potential of δ-function barriers(Dominguez-Adame, 1989; McKellar and Stephenson, 1987a), often referred to asDirac comb or Dirac Kronig-Penney (KP) model. We can achieve this model byconsidering the square barriers of the previous chapters to be very thin and highat the same time.
 This model can not only be used to simplify some of previously obtained resultsfor the spectrum, but is also interesting in itself as a Dirac KP model in two dimen-sions. Although the model may appear a bit unrealistic, since a relatively smoothpotential is needed to describe the carrier dynamics using the Dirac equation, itssimplicity is attractive and elucidates certain symmetry properties of the spectrum.Furthermore one can realize the model by using a potential that is smooth on thescale of the atomic distance while remaining immediate compared to the typicalelectron wavelength.
 This chapter is organized as follows. In Sec. 5.2 we look at the tunneling ofan electron through a single δ-function barrier. In Sec. 5.3 we extend this to twosuch barriers in the same or opposite direction. In Sec. 5.4 we study the boundstates of a pair of δ-function barriers. In Sec. 5.5 and Sec. 5.6 we consider theDirac Kronig-Penney model and its extension to a superlattice with two δ-functionbarriers in its unit cell, and study in detail the dispersion relation. Finally, we givea summary and make concluding remarks in Sec. 5.7.
 1The results of this chapter were published as:M. Barbier, P. Vasilopoulos, and F. M. Peeters, Phys. Rev. B 80, 205415 (2009).
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 5.2 Transmission through a δ-function barrier
 We describe the electronic structure of an infinitely large flat graphene flake insingle-valley approximation by the zero-mass Dirac equation and consider solutionswith energy and wave vector near theK point. The Hamiltonian isH = vFσ·p+1Vwith p the momentum operator and 1 the 2×2 unit matrix. In the presence of a 1Dpotential V (x) the equation (H−E)ψ = 0 yields solutions of the form ψr(l)(x)eikyy
 where
 ψr(x) =
 (1seiφ
 )eiλx, ψl(x) =
 (1
 −se−iφ)e−iλx , (5.1)
 with tanφ = ky/λ, s = sign(ε − u(x)), λ = [(ε − u(x))2 − k2y]1/2, ε = E/vF~,
 and u(x) = V (x)/vF~; ε and u(x) are in units of inverse length. As usual, weapproximate a δ-function barrier with a very thin and very high barrier, of widthW (→ 0) and height V0(→ ∞), but keep constant the dimensionless product P =WV0/~vF , which we call its strength. Referring to Eq. (5.1) and Fig. 5.1, the
 y
 x
 Figure 5.1: (a) A 1D potential barrier of height V0 and width W . (b) Wave vectork = (kx, ky) geometry for an electron, with energy 0 < E < V0, impinging on asquare potential barrier (gray area).
 wave function in each of the regions (1)-(3) can be written as a superposition ofthe eigenstates of Eq. (5.1) ψn(x) = GnMn(x)An, n = 1, 2, 3, with coefficientsA = (A,B)T and
 G =
 (1 1seiφ −se−iφ
 ), M(x) =
 (eiλx 0
 0 e−iλx
 ). (5.2)
 Matching the wave function at the interfaces x = 0 and x = W gives the transfermatrix N = G−1SG in terms of the matrix S that relates the wave function in frontof the barrier to the one after it in the manner ψ1(0) = Sψ3(0+). The result is
 S = G2M−12 (W )G−1
 2 =
 (cosP i sinPi sinP cosP
 ). (5.3)
 We notice that S is a periodic function of P and that S = ±1 for P = nπ. This isa special situation in which the two pseudo-spin components of the wave functiondo not mix. Later on we will see that this periodicity appears in the transmissionthrough a δ-function barrier and in the dispersion relation of the KP model.
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 With the elements ofN denoted by Nij , the transmission is T = |t|2 = 1/|N11|2.The explicit result is
 T = 1/[1 + sin2 P tan2 φ] , (5.4)
 and coincides with the formula for transmission as found in Katsnelson et al. (2006),in the limit of δ-function barriers. Obviously, T andR = 1−T are periodic functionsof P , that is, X(P + nπ, φ) = X(P, φ) for n integer and X = T,R. In addition,from Eq. (5.4) we derive that T (P, φ) has the following properties:
 1) T (P, φ) = T (π − P, φ) = T (π + P, φ),
 2) T (nπ, φ) = 1 ,
 3) T (π/2, φ) = cos2 φ ,
 4) T (P, φ = 0) = 1, T ≈ 1 for φ ≈ 0↔ ky � kx ,
 5) T (P,±π/2) = 0, T ≈ 0 for φ ≈ ±π/2↔ ky � kx . (5.5)
 These results are very different from those of the non-relativistic case where T is adecreasing function of P. A contour plot of the transmission is shown in Fig. 5.2(a).This figure shows the symmetry properties T (P, φ) = T (P,−φ), and T (π−P, φ) =T (P, φ).
 5.2.1 Conductance
 The two-terminal conductance isG = G0
 ∫ π/2−π/2 T (P, φ) cosφdφ, withG0 = 2EFLye
 2/(vFh2)
 and Ly the width of the system. Using Eq. (5.4) for T (P, φ) the resulting G is pe-riodic in P and given by
 G/G0 = 2[1− artanh(cosP ) sinP tanP
 ]/ cos2 P . (5.6)
 G is shown for one period in Fig. 5.2(b); its minimum value is 4/3 and its maximumvalue 2.
 5.3 Transmission through two δ-function barriers
 We consider two barriers separated by a distance L characterized by the potentialV (x, y)/~vF = P1δ(x) +P2δ(x−L), with strengths P1,2, and introduce the dimen-sionless variables ε → εL, ky → kyL, u0 → u0L, and x → x/L. Due to spacelimitations we treat only the cases of parallel and antiparallel δ-function barrierswith the same strength |P1| = |P2|.
 Parallel δ-function barriers. This is a model system for a resonant tunnelingstructure (Katsnelson et al., 2006; Pereira Jr et al., 2007) and also for a Fabry-Perot interferometer whose resonances were recently investigated experimentally(Cho and Fuhrer, 2011). The transmission is given by
 T =[1 + tan2 φ(cos kx sin 2P − 2s sin kx sin2 P/ cosφ)2
 ]−1, (5.7)
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 Figure 5.2: Left: Transmission T through a δ-function barrier versus its strengthP and the angle of incidence φ (tanφ = ky/kx). Only one period is shown. Right:Conductance G/G0 versus P .
 with s = sign(ε). The properties of T (P, φ, kx) are identical to those for a sin-gle barrier except for property 3) and property 1), which must be replaced byT (P, φ, kx) = T (P + nπ, φ, kx). In Fig. 5.3(a) we show T (P, φ, kx) through twobarriers with P = π/10.
 Antiparallel δ-function barriers. We now consider two parallel δ-functions butwith opposite sign, P = P1 = −P2. The result for the transmission is
 T =[
 cos2 kx + sin2 kx(1− sin2 φ cos 2P )2/ cos4 φ]−1
 . (5.8)
 In Fig. 5.3(b) we show the transmission through two opposite barriers for P = π/10.The symmetry properties of T (P, φ, kx) for a single barrier again hold, except forthe value of T (π/2, φ, kx), see property 3). In addition, we now have T (P, φ, kx) =T (P, φ,−kx).
 The periodicity in the transmission is also present in the conductance G. Weshow G in Fig. 5.4(a) for parallel and in Fig. 5.4(b) for antiparallel δ-functionbarriers.
 5.4 Bound states
 For a single δ-function barrier the bound state is given by
 ε = sgn(sinP )√k2y + µ2
 0 cosP, (5.9)
 which is similar to the spectrum of a Dirac particle with its mass correspondingto µ0 and a reduced group velocity vy; the result is shown in Fig. 5.5 as the green
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 Figure 5.3: (a) Transmission through two parallel δ-function barriers, as a functionof the wave vector component kx and angle of incidence φ, for P = π/10. Theyellow solid curve shows the contour with a transmission value of 0.75 for P = π/2.(b) As in (a) for two antiparallel δ-function barriers.
 curve. Comparing with the single-barrier case we notice that due to the periodicityin P , the δ-function barrier can act as a barrier or as a well depending on the valueof P .
 For two δ-function barriers there are two important cases: the parallel and theanti-parallel case. For parallel barriers one finds an implicit equation for the energy
 |λ′ cosP + ε sinP | = |e−λ′√k2y + µ2
 0 sinP |, (5.10)
 where λ′ = |λ0|, while for anti-parallel barriers one obtains
 (k2y + µ2) sin2 P = λ′2/(1− e−2λ′
 ). (5.11)
 For two (anti-)parallel δ-function barriers we have, for each fixed ky and P , twoenergy values ±ε, and therefore two bound states. In both cases, for P = nπ the
 spectrum is simplified to the one in the absence of any potential ε = ±√k2y + µ2
 0.
 In Fig. 5.5 the bound states for double (anti-)parallel δ-function barriers are shown,as a function of kyL, by the blue (red) curves. For anti-parallel barriers we see thatthere is a symmetry around E = 0, which is absent when the barriers are parallel.
 5.5 Kronig-Penney model
 For an infinite number of periodic square barriers, one can tune the system intoa self-collimating material (Park et al., 2009a). For special values of V0, W , andL it was found in Park et al. (2009a) that the dispersion relation near the Kpoint is almost linear in kx and constant along ky. The system thus behaves as
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 Figure 5.4: (a) Conductance G(G0) versus ε for several strengths P through twoparallel δ-function barriers. (b) As in (a) for two antiparallel barriers.
 a 1D metal. We look for similar results using δ-function barriers. Within theKP model we replace the square barriers by δ-function barriers, characterized byV (x, y)/~vF =
 ∑∞j=−∞ Pδ(x−jL). The resulting wave function is a Bloch function
 and the transfer matrix N pertinent to these barriers leads to ψ(1) = eikxψ(0)and A1 = NA2, with kx the Bloch wave vector. From these conditions we canextract the relation e−ikxM(1)A2 = NA2, with M(x) given by Eq. (5.3). Settingthe determinant of the coefficients in A2 = (A,B)T equal to zero and using thetransfer matrix for a δ-function barrier leads to (λ = [ε2 − k2
 y]1/2)
 cos kx = cosP cosλ+ (ε/λ) sinλ sinP . (5.12)
 The solution of Eq. (5.12) gives the dispersion, which is periodic in P , and thespectrum is shown in Fig. 5.6 for P = π/2. Further, Eq. (5.12) is mapped, for ky =0, directly onto the dispersion for strictly 1D fermions (McKellar and Stephenson,1987b), and gives the spectrum
 ε = P ± kx + 2nπ , (5.13)
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 Figure 5.5: Spectrum of the bound states for a single (shown as the green curve)and double (anti-)parallel (shown as the blue(red) curves) δ-function barriers. themass term µ = 0.2 and the barrier strength P = 0.4π. The hyperbola show theregion where propagating states outside the barrier are available.
 with n an integer.Eq. (5.12) contrasts very sharply with the dispersion for 2D electrons with
 a parabolic spectrum in a 1D KP potential which, with λ′ = [2µε − k2y]1/2 and
 µ = mvFL/~, readscos kx = cosλ′ + (µP/λ′) sinλ′ ; (5.14)
 the resulting dispersion relation is not periodic in P .
 5.5.1 Properties of the spectrum
 Since the dispersion relation is periodic in P , with period 2π, it is sufficient tostudy it only for 0 ≤ P ≤ 2π. For particular values of P we find:
 1) P = 2π → ε = ±[k2y + (kx + 2nπ)2]1/2 ,
 2) P = π → ε = ±[k2y + (kx + (2n+ 1)π)2]1/2 ,
 3) P = π/2(3π/2)→ cos kx = +(−)ε sinλ/λ . (5.15)
 In limiting cases we are able to obtain explicit expressions for E = E(kx, ky).We expand the dispersion relation for small ky and ε−P . The resulting quadraticequation for ε is solved by
 ε± ≈ P ±[4 sin2(kx/2) + (k2
 y/P2) sin2 P
 ]1/2. (5.16)
 For small kx we can replace the term 4 sin2(kx/2) by k2x. Notice that for kx = 0 we
 find ε± ≈ P ± ky sinP/P , which is a linear spectrum with a reduced velocity. For
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 Figure 5.6: (a): Energy bands, near the Fermi level, close to the K point inthe KP model, for P = π/2. The valence band touches the conduction band atε = P = π/2. For large ky the valence band becomes flat. (b) and (c): Projectionsof the valence and conduction bands, respectively, onto the (kx, ky) plane.
 ky = 0, we have ε± = P ± 2 sin(|kx|/2), which is linear for small kx but possessesa typical band shape for large kx ≈ π. For small kx > ky sinP/P we have
 ε± ≈ P ±(
 2k2x + k2
 y sin2 P/P 2)/
 2|kx| . (5.17)
 For P � 1, ε is highly anisotropic and nearly flat relative to ky.
 Relation to the spectrum of a square superlattice. We now look whether wecan find an energy spectrum similar to that of Park et al. (2009a) pertinent tosquare barriers, with height V0 = 720 meV, and width w = 5 nm, and unit-celllength L = 10 nm. In our units these values correspond to P = V0W/vF~ = 2πand lead to ε = ±[k2
 y + (kx + 2nπ)2]1/2. Since the Fermi-level in these unitsis εF = 2π = P , we look for the spectrum near the value ε = [k2
 y + (±|kx| +2π)2]1/2. Although these bands seem to fullfil our demands because the dispersionlooks rather flat in the ky direction, the concern is that we would obtain the samedispersion for P → 0 and εF → 2π. This can be obtained by folding the cone-likedispersion of graphene and results simply from working in the reduced-zone scheme.Consequently, no new fundamental physics should be attached to it. Further,because of this correspondence we expected and found that for square barrierswith P = 2πn, the situation is more favorable for the occurrence of collimation. Itfollows that the collimation effect is also obtainable for barriers that are lower thanthe unusually high ones of Park et al. (2009a) if one uses longer unit cell periods.
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 5.6 Extended Kronig-Penney model
 The square barriers are replaced by alternating-in-sign δ-function barriers. Theunit cell of the periodic potential contains one such barrier up, at x = 0, followedby a barrier down, at x = 1/2. The resulting transfer matrix leads to
 cos kx = cosλ− (2k2y/λ
 2) sin2(λ/2) sin2 P , (5.18)
 where tanφ = ky/λ. From Eq. (5.18) we deduce that the dispersion is periodic inP , with period π, and has the following properties:
 1) it is invariant for ε→ −ε and P → π − P ,2) P = nπ → ε = ±[k2
 y + (kx + 2nπ)2]1/2,
 3) P = π/2→ (ε, kx, ky) = (0, 0, ky). (5.19)
 In Fig. 5.7(a) we show the spectrum for P = π/2. As seen, it is almost independentof ky for small energies, while in the kx direction the bands are linear; this isan advantageous situation for self-collimation. For ky = 0 we obtain the linear
 Figure 5.7: (a) Conduction and valence bands, near the K point, in the extendedKP model, for P = π/2. The bands form a “cross” in the (E, kx) plane and theDirac point has become a Dirac line. The dispersion is nearly independent of ky.(b) As in (a) for P = π/4.
 spectrumε = ±|kx|+ 2nπ , (5.20)
 with the Dirac point at ε = 0. We can also find an explicit expression for kx ≈ 0.Solving Eq. (5.18) gives
 ε± = ±|ky cosP | . (5.21)
 Therefore, the group velocity vy ∝ ∂ε/∂ky becomes small if P ≈ π/2 + nπ.Fig. 5.7(b) shows the energy spectrum for P = π/4: the Dirac cone becomesanisotropic as the spectrum flattens in the ky direction.
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 We now consider the case where kx and ky are nonzero. If ε � 1 then the rhsof Eq. (5.18) can be expanded as a power series of ε. This leads to a quadraticequation for ε with solutions
 ε ≈ ±|ky|[
 cosh ky − cos kx − f(ky/2) cos2 P sinh ky + f
 ]1/2
 P=π/2−−−−→ ±|ky| sin(|kx|/2)/ sinh(|ky|/2) , (5.22)
 where f = 2 sin2 P sinh2(ky/2). For ky = 0 we find the result ε± = ±2 sin(|kx|/2),which is linear for small kx.
 5.7 Conclusions
 In summary, we studied the transmission and conductance of fermions, with energylinear in wave vector, through one and two δ-function barriers and the energyspectrum of a KP SL. For very high (V0 →∞) and very thin (W → 0) barriers weshowed that they are periodic functions of their strength P = WV0/~vF , where vFis the Fermi velocity. Further, we showed that a KP SL has an energy spectrumthat is a periodic function of P , which is in sharp contrast with that obtained fromthe Schrodinger equation. An important consequence of that is collimation of anincident electron beam (Park et al., 2009a), which here occurs for P = 2πn with nan integer. We also obtained various explicit but approximate dispersion relations,e.g., for small wave vectors k = (kx, ky).
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6Heterostructures and superlattices in
 bilayer graphene
 6.1 Introduction
 In bilayer graphene (Partoens and Peeters, 2006) a gap can be introduced by ap-plying a bias between the two layers or by doping one of them such that a potentialdifference results between the layers (Ohta et al., 2006; Castro et al., 2007; McCann,2006). Changing the bias in the latter manner can open and close the gap dynam-ically, which is interesting for transistor applications, and gives us more optionsto create nanostructures. In this chapter we investigate the transport propertiesthrough various simple heterostructures in bilayer graphene. A particularly inter-esting heterostructure results from flipping the sign of the bias locally. These signflips of the bias introduce bound states along the interfaces (Martin et al., 2008;Martinez et al., 2009). These bound states break the time reversal symmetry andare distinct for the two K and K ′ valleys; this opens up perspectives for valley-filterdevices (San-Jose et al., 2009).
 This Chapter is organized as follows. Sec. 6.2 briefly shows the basic formalism.In Sec. 6.3 various types of potential profiles are characterized. In Sec. 6.4 results forthe transmission and conductance through a finite number of barriers are presented,while Sec. 6.5 concerns the bound states of such barriers. Sec. 6.6 shows results forthe dispersion relation and the density of states in SLs in bilayer graphene. Finally,a summary and concluding remarks are given in Sec. 6.7.
 6.2 Hamiltonian, energy spectrum, and eigenstates
 Bilayer graphene consists of two AB-stacked monolayers of graphene. Each mono-layer has two independent atoms A and B in its unit cell. The relevant Hamil-
 1The results of this chapter were published as:M. Barbier, P. Vasilopoulos, F. M. Peeters, and J. M. Pereira Jr, Phys. Rev. B 79, 155402 (2009),M. Barbier, P. Vasilopoulos, F. M. Peeters, and J. M. Pereira Jr, AIP Conference Proceedings1199, pp. 547–548 (2010), andM. Barbier, P. Vasilopoulos, and F. M. Peeters, Phil. Trans. R. Soc. A 368, 5499 (2010).
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 tonian, obtained by a nearest-neighbour, tight-binding approximation near the Kpoint and the eigenstates ψ read
 H =
 V1 vFπ t⊥ 0vFπ
 † V1 0 0t⊥ 0 V2 vFπ
 †
 0 0 vFπ V2
 , ψ =
 ψAψBψB′
 ψA′
 . (6.1)
 Here π = (px+ipy), px,y = −i~∂x,y is the momentum operator, vF = 106 m/s is theFermi velocity in single-layer graphene, V1 and V2 are the potentials on layers 1 and2, respectively, and t⊥ describes the coupling between these layers. For spatiallyindependent t⊥, V1, and V2, the spectrum consists of four bands given by
 ε′+± =
 [ε2kt′ ± t′
 √4k2δ2/t′2 + k2 + t′2/4
 ]1/2,
 ε′−± = −
 [ε2kt′ ± t′
 √4k2δ2/t′2 + k2 + t′2/4
 ]1/2.
 (6.2)
 Here ε2kt′ = k2+δ2+t′2/2, ∆ = (V1−V2), δ = ∆/2~vF , ε = E/~vF and t′ = t⊥/~vF .Solutions for this Hamiltonian are four-vectors ψ and for 1D potentials we can writeψ(x, y) = ψ(x) exp(ikyy). If the potentials V1 and V2 do not vary in space, thesesolutions are of the form
 Ψ±(x) =
 1f±h±g±h±
 e±iλx+ikyy, (6.3)
 with f± = [−iky ± λ]/[ε′ − δ], h± = [(ε′ − δ)2 − k2y − λ2]/[t⊥(ε′ − δ)], and g± =
 [iky ± λ]/[ε′ + δ]; the wave vector λ is given by
 λ± =
 [ε′2 + δ2 − ky2 ±
 √4ε′2δ2 + t2⊥(ε′2 − δ2)
 ]1/2
 . (6.4)
 We will write λ+ = α and λ− = β.
 6.3 Different types of heterostructures
 It was shown before that using a 1D biasing, indicated in Fig. 6.1(a,b,c) by 2∆,one can create three types of heterostructures in graphene (Dragoman et al., 2010).A fourth type, where the energy gap is spatially kept constant but the bias peri-odically changes sign along the interfaces, can be introduced (see Fig. 6.1(d)). Wecharacterize these heterostructures as follows:1) Type I: The gate bias applied in the barrier regions is larger than in the wellregions.2) Type II: The gaps, not necessarily equal, are shifted in energy but they have
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 Figure 6.1: Four different types of band alignments in bilayer graphene.Ec,b, Ec,w, Ev,c, and Ev,b denote the energies of the conduction (c) and valence(v) bands in the barrier (b) and well (w) regions. The corresponding gap is, re-spectively, 2∆b and 2∆w.
 an overlap as shown.3) Type III: The gaps, not necessarily equal, are shifted in energy and have nooverlap.4) Type IV: The bias changes sign between successive barriers and wells but itsmagnitude remains constant.
 Type IV structures have been shown to localize the wave function at the inter-faces (Martin et al., 2008; Martinez et al., 2009). To understand the influence ofsuch interfaces we will separately investigate structures with such a single interfaceembedded by an anti-symmetric potential in this chapter.
 6.4 Transmission
 To describe the transmission and bound states of some simple structures we noticethat in the energy region of interest, i.e., for |E| < t⊥, the eigenstates that arepropagating are the ones with λ = α. Accordingly, from now on we will assumethat β is complex. In this way we can simply use the transfer-matrix approach ofCh. 3, with now the transfer matrix a 4×4 matrix, in the transmission calculations.
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 (b)
 Figure 6.2: (a) Contour plot of the transmission for the potential of Fig. 4.1(a) inbilayer graphene with Wb = Ww = 40 nm, Vb = −Vw = 100 meV and zero bias.Bound states are indicated by the red curves. (b) Projection of the spectrum ontothe (E, ky)-plane for a SL whose unit is the potential structure of Fig. 4.1(b). Blueand red curves show, respectively, the kx = 0 and kx = π/L results which delimitthe energy bands (green colored regions). Compare with Fig. 4.3 of Ch. 4.
 This leads to the relation t0ed0
 = N
 1r0eg
 . (6.5)
 This leads to a system of linear equations that can be written in matrix form
 1000
 =
 N11 0 N13 0N21 −1 N23 0N31 0 N33 0N41 0 N43 −1
 tredeg
 , (6.6)
 with Nij the coefficients of the transfer matrix N . The transmission amplitude tis given by t = [N11 − N13N31/N33]−1. The transmission probability is given byT = |t|2.
 For a single barrier the transmission in bilayer graphene is given by a compli-cated expression. Therefore, we will first look at a few limiting cases. First weassume a zero bias ∆ = 0 that corresponds to a particular case of type III het-erostructures. In this case we slightly change the definition of the wave vectors: for∆ = 0 we assume α(β) = [ε2 + (−)εt⊥− k2
 y]1/2. If we restrict the motion along thex axis, by taking ky = 0, and assume a bias ∆ = 0, then the transmission T = |t|2
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 Figure 6.3: Contour plot of the transmission through a single barrier in (a) and(b), for width Wb = 50 nm, and through double barriers in (c), (d), (e), and (f) ofequal widths Wb = 20 nm that are separated by Ww = 20 nm. Other parametersare as follows: (a) ∆b = 100 meV, Vb = 0 meV. (b) ∆b = 20 meV, Vb = 50 meV.(c) Type I : Vb = Vw = 0 meV, ∆w = 20 meV, and ∆b = 100 meV. (d) Type II :V b = −V w = 20 meV, ∆w = ∆ = 50 meV, (e) Type III : Vb = −Vw = 50 meV,∆w = ∆b = 20 meV. (f) Type IV : Vb = Vw = 0 meV, ∆b = −∆w = 100 meV.
 is given via
 1/t = eiα0D[cos(αbD)− iQ sin(αbD)],
 Q =1
 2
 (αbε0
 α0εb+α0εbαbε0
 ).
 (6.7)
 This expression depends only on the propagating wave vector α (β for E < 0), aspropagating and localized states are decoupled in this approximation. This alsomeans that one does not find any resonances in the transmission for energies in thebarrier region, i.e., for 0 < ε < u. Due to the coupling for nonzero ky with thelocalized states, resonances in the transmission will occur (see Fig. 6.2). We caneasily generalize this expression to account for the double barrier case under thesame assumptions. With an inter-barrier distanceWw, one obtains the transmission
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 Figure 6.4: Two-terminal conductance of four equally spaced barriers vs energy forWb = Ww = 10 nm and different SL types I-IV. The solid red curve (type I) is for∆b = 50 meV, ∆w = 20 meV, and Vw = Vb = 0. The blue dashed curve (type II)is for ∆b = ∆w = 50 meV and Vb = −Vw = 20 meV. The green dotted curve (typeIII) is for ∆b = ∆w = 20 meV and Vb = −Vw = 50 meV. The black dash-dottedcurve (type IV) is for ∆b = −∆w = 50 meV and Vw = Vb = 0.
 (Barbier et al., 2009b) Td = |td|2 from
 td =ei2α0(Ww+2Wb)|t|2ei2φt1− |r|2ei2φrei2α0Ww
 , (6.8)
 with r = |r|eiφr , and t = |t|eiφt , corresponding to the single barrier transmissionand reflection amplitudes. In this case we do have resonances due to the well states;they occur for ei2φrei2α0Ww = 1. As φr is independent of Ww, one obtains moreresonances by increasing Ww.
 For the general case we obtained numerical results for the transmission throughvarious types of single and double barrier structures; they are shown in Fig. 6.3.The different types of structures clearly lead to different behavior of the tunnelingresonances.
 An interesting structure to study is the fourth type of SLs shown in Fig. 6.1(d).To investigate the influence of the localized states (Martin et al., 2008; Martinezet al., 2009) on the transport properties, we embed the anti-symmetric potentialprofile in a structure with unbiased layers.
 Conductance At zero temperature, G can be calculated from the transmissionusing Eq. (13) with G0 = (4e2Ly/2πh) (E2
 F + t⊥EF )1/2/~vF for bilayer grapheneand Ly the width of the sample. The angle of incidence φ is given by tanφ = ky/αwith α the wave vector outside the barrier. Fig. 6.4 shows G for the four SL types.Notice the clear differences in 1) the onset of the conductance and 2) the numberand amplitude of the oscillations.
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 6.5 Bound states
 (a)
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 Figure 6.5: (a) Bound states of the anti-symmetric potential profile (type IV) withbias ∆w = −∆b = 200 meV. (b) Contour plot of the transmission through a 20 nmwide barrier consisting of two regions with opposite biases ∆ = ±100 meV.
 To describe bound states we assume that there are no propagating states, i.e.,α and β are imaginary or complex (the latter case can be solved separately), andonly the eigenstates with exponentially decaying behavior are nonzero, leading tothe relation
 fd0ed0
 = N
 0fg0eg
 . (6.9)
 From this relation we can derive the dispersion relation for the bound states.
 To study the localized states for the anti-symmetric potential profile (Martinet al., 2008; Martinez et al., 2009) we use a sharp kink profile (step function). Thespectrum found by the method above is shown in Fig. 6.5(a). We see that thereare two bound states, both with negative group velocity vy ∝ ∂ε/∂ky, as foundpreviously by Martin et al. (2008). Unlike Martinez et al. (2009); Martin et al.(2008), we did not observe flat bound states for ε = ±∆ for ky → ∓∞. We believethat the flat bands obtained in those works are due to numerical errors. For zeroenergy we find the solution
 ky = ±1
 2[∆2 + (∆4 + 2∆2t2⊥)1/2]1/2
 ≈ ±√
 ∆t⊥/23/4, ∆� t⊥;
 (6.10)
 the approximation on the second line leads to the expression found by (Martinet al., 2008).
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 6.6 Superlattices
 The heterostructures above (see Fig. 6.1) can be used to create four different typesof SLs (Dragoman et al., 2010). We will especially focus on type IV and type IIISLs in certain limiting cases.
 Figure 6.6: Lowest conduction and highest valence band of the spectrum for asquare SL with period L = 20 nm and Wb = Ww = 10 nm. (a) Type I : ∆b = 100meV and ∆w = 0. (b) Type II : As in (a) for ∆b = ∆w = 50 meV, and Vb = −Vw =25 meV. (c) Type III : Vb = −Vw = 25 meV, and ∆b = ∆w = 0. (d) Type III :Vb = −Vw = 50 meV and ∆b = ∆w = 0. (e) Type IV : Plot of the spectrum for asquare SL with average potential Vb = Vw = 0 and ∆b = −∆w = 100 meV. Thecontours are for the conduction band and show that the dispersion is almost flatin the x direction.
 For a type I SL we see in Fig. 6.6(a) that the conduction and valence band ofthe bilayer structure are qualitatively similar to those in the presence of a uniformbias. Type II structures maintain this gap, see Fig. 6.6(b), as there is a range inenergy for which there is a gap in the SL potential in the barrier and well regions.In type III structures we have two interesting features that can close the gap. Firstwe see in Fig. 6.2(b) that for zero bias, similar to single-layer graphene, extra Diracpoints appear for kx = 0. In the case where Wb = Ww = L/2 = W , kx = 0 andE = 0, the ky values where extra Dirac points occur are given by the followingtranscendental equation
 [cos(αW ) cos(βW )− 1] +α2 + β2 − 4ky2
 2αβsin(αW ) sin(βW ) = 0. (6.11)
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 Comparing Fig. 6.2(b) and Fig. 4.3 we remark that, as opposed to the single-layercase, for bilayer graphene the bands in the barrier region are not only flat in the xdirection for large ky values but also for small ky. The latter corresponds to the zerotransmission value inside the barrier region for tunneling through a single unbiasedbarrier in bilayer graphene. Secondly, if there are no extra Dirac points (smallparameter uL) for certain SL parameters, the gap closes at two points at the Fermi-level for ky = 0. We will investigate the latter a bit more in the extended Kronig-Penney model. Periodically changing the sign of the bias (type IV) introduces asplitting of the charge neutrality point along the ky axis; this agrees with whatwas found by (Martin et al., 2008). We illustrate that in Fig. 6.6(e) for a SL with∆b = −∆w = 100 meV. We also see that the two valleys in the spectrum arerather flat in the x direction. Upon increasing the parameter ∆L, the two touchingpoints shift to larger ±ky and the valleys become flatter in the x direction. For allfour types of SLs the spectrum is anisotropic and results in very different velocitiesalong the x and y directions.
 Extended Kronig-Penney model. To understand which SL parameters lead tothe creation of a gap, we look at the KP limit of type III SLs for zero bias (Barbieret al., 2010b). We also choose the extended KP model to ensure spectra symmetricwith respect to the zero-energy value, such that the zero-energy solutions can betraced down more easily. If the latter zero modes exist, there is no gap. To simplifythe calculations we restrict the spectrum to that for ky = 0. This assumption iscertainly not valid if the parameter uL is large, because in that case we expectextra Dirac points (not in the KP limit) to appear that will close the gap. Thespectrum for ky = 0 is determined by the transcendental equations
 cos kxL = cosαL cos2 P +Dα sin2 P, (6.12a)
 cos kxL = cosβL cos2 P +Dβ sin2 P, (6.12b)
 with Dλ =[(λ2 + ε2) cosλL− λ2 + ε2
 ]/4λ2ε2, and λ = α, β. To see whether
 there is a gap in the spectrum we look for a solution with ε = 0 in the dispersionrelations. This gives two values for kx where zero energy solutions occur:
 kx,0 = ± arccos[1− (L2/8) sin2 P ]/L, (6.13)
 and the crossing points are at (ε, kx, ky) = (0, ±kx,0, 0). If the kx,0 value is notreal, then there is no solution at zero energy and a gap arises in the spectrum.From Eq. (6.12a) we see that for sin2 P > 16/L2 a band gap arises.
 Conductivity. In bilayer graphene the diffusive dc conductivity, given byEq. (4.22), takes the form
 σµµ(εF )/σ0 = (k3F /4πε
 2F )[1± δ/2(k2
 F δ + 1/4)1/2]2, (6.14)
 with kF = [ε2F + ∆2 ∓ (ε2
 F δ −∆2)1/2]1/2, δ = 1 + 4∆2, and σ0 = e2τF t⊥/~2.In Fig. 6.7(a,b) the conductivities σxx in (a) and σyy in (b) for bilayer graphene
 are shown for the various types of SLs defined. Notice that for type IV SLs theconductivities σxx and σyy differ substantially due to the anisotropy in the spec-trum.
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 Figure 6.7: Conductivities, σxx in (a) and σyy in (b), versus Fermi energy forthe four types of SLs with L = 20 nm and Wb = Ww = 10 nm, at temperatureT = 45K; σ0 = e2τF t⊥/~2. Type I : ∆b = 50 meV, ∆w = 25 meV and Vb = Vw = 0.Type II : ∆b = ∆w = 25 meV and Vb = −Vw = 50 meV. Type III : ∆b = ∆w = 50meV and Vb = −Vw = 25 meV. Type IV : ∆b = −∆w = 100 meV and Vb = Vw = 0.
 6.7 Conclusions
 In this chapter we considered transport in bilayer graphene through different typesof heterostructures, where we distinguished between four types of band alignments.We also connected the bound states in an anti-symmetric potential (type IV) withthe transmission through such a potential barrier. Furthermore, we investigatedthe same four types of band alignments in SLs. The differences between the fourtypes of SLs are reflected not only in the spectrum but also in the conductivitiesparallel and perpendicular to the SL direction. For type III SLs, which have a zerobias, we found a feature in the spectrum similar to the extra Dirac points found forsingle-layer graphene. Also, for not too large strengths of the SL barriers, we foundthat the valence and condunction bands touch at points in k space with ky = 0and nonzero ky. Type IV SLs tend to split the K(K ′) valley into two valleys.
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7Bilayer graphene: Kronig-Penney model
 7.1 Introduction
 Here we will extend the study on the KP model of Ch. 5, which was applied onsingle-layer graphene, to bilayer graphene. This means we will study the spectrum,the transmission, and the conductance of bilayer graphene through an array ofpotential barriers using a simple model: the KP model, i.e., a one-dimensionalperiodic succession of δ-function barriers on bilayer graphene. Surprisingly, we findthat for bilayer graphene similar, but different, properties are found as functionof the strength of the δ-function potential barriers. On the one hand we findthat the transmission and energy spectrum are periodic in the strength of the δ-function barriers, similar to the results of the KP model in single-layer graphene.On the other hand, due to the different electronic spectra close to the Dirac point,i.e., linear for graphene and quadratic for bilayer graphene, we find very differenttransmission probabilities through a finite number of barriers and very differentenergy spectra, for a superlattice of δ-function barriers, between single-layer andbilayer graphene.
 This chapter is organized as follows. In Sec. 7.2 we give results for the transmis-sion, bound states and conductance of one or two δ-function barriers. In Sec. 7.3we present the spectrum for the KP model and in Sec. 7.4 that for an extendedKP model by considering two δ-function barriers with opposite strength in the unitcell. Finally, in Sec. 7.5 we give a summary and concluding remarks.
 7.2 Simple model systems
 Like in Ch. 5 we start with the investigation of simple systems containing one ortwo δ-function barriers.
 1The results of this chapter were published as:M. Barbier, P. Vasilopoulos, and F. M. Peeters, Phys. Rev. B 82, 235408 (2010).
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 7.2.1 Transmission through a δ-function barrier
 We assume |E − V | < t⊥ outside the barrier in order to we obtain one pair oflocalized and one pair of traveling eigenstates in the well regions characterized bywave vectors α and β, where α is real and β imaginary, see App. B.1. Consider anincident wave with wave vector α from the left (normalized to unity); part of it willbe reflected with amplitude r, and part of it will be transmitted with amplitudet. The transmission is therefore T = |t|2. Also, there are growing and decayingevanescent states near the barrier, with coefficients eg and ed, respectively. Therelation between the coefficients can be written in the form
 N
 t0ed0
 =
 1r0eg
 . (7.1)
 This leads to a system of linear equations that can be written in matrix form1000
 =
 N11 0 N13 0N21 −1 N23 0N31 0 N33 0N41 0 N43 −1
 tredeg
 , (7.2)
 with Nij the coefficients of the transfer matrix N . Denoting the matrix in Eq. (7.2)by Q, we can evaluate the coefficients from(
 t r ed eg)T
 = Q−1(1 0 0 0
 )T.
 As a result, to obtain the transmission amplitude t it is sufficient to find the matrixelement (Q−1)11 = [N11 −N13N31/N33]−1.
 We model a δ-function barrier as the limiting case of a square barrier, withheight V and width Wb shown in Fig. 7.1, represented by V (x) = VΘ(x)Θ(Wb−x).The transfer matrix N for this δ-function barrier is calculated in App. B.2 and the
 b
 Figure 7.1: Schematics of the potential V(x) of a single square barrier.
 limits V →∞ and Wb → 0 are taken such that P = VWb/~vF is kept constant.
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 The transmission T = |t|2 for α real and β imaginary is obtained from theinverse amplitude,
 1
 t= cosP + iµ sinP +
 (α− β)2k2y
 4αβε2
 sin2 P
 cosP + iν sinP, (7.3)
 where µ = (ε+ 1/2)/α and ν = (ε− 1/2)/β. Contour plots of the transmission Tare shown in Figs. 7.2(a,b) for strengths P = 0.25π and P = 0.75π, respectively.
 The transmission remains invariant under the transformations:
 1) P → P + nπ,
 2) ky → −ky . (7.4)
 The first property is in contrast with what is obtained in Katsnelson et al. (2006).In that work it was found, by using the 2 × 2 Hamiltonian, that the transmissionT should be zero for ky ≈ 0 and E < V0, while we can see here that for certainstrengths P = nπ there is perfect transmission. The last property is due to the factthat ky only appears squared in the expression for the transmission. Notice that incontrast to single-layer graphene the transmission for ε ≈ 0 is practically zero. Thecone for nonzero transmission shifts to ε = 1/2(1− cosP ) with increasing P untilP = π. An area with T = 0 appears when α is imaginary, i.e., for ε2 + ε− k2
 y < 0(as no propagating states are available in this area, we expect bound states toappear). From Figs. 7.2(a,b) it is apparent that the transmission in the forwarddirection, i.e., for ky ≈ 0, is in general smaller than 1; accordingly, there is no Kleintunneling. However, for P = nπ, with n an integer, the barrier becomes perfectlytransparent.
 For P = nπ we have V = ~vF (nπ/Wb). If the electron wave vector is k =nπ/Wb its energy equals the height of the potential barrier and consequently thereis a quasi-bound state and thus a resonance (Matulis and Peeters, 2008). The con-dition on the wave vector implies Wb = nλ/2 where λ is the wavelength. This isthe standard condition for Fabry-Perot resonances. Notice though that the invari-ance of the transmission under the change P → P + nπ is not equivalent to theFabry-Perot resonance condition.
 From the transmission we can calculate the conductance G given, at zero tem-perature, by
 G/G0 =
 ∫ π/2
 −π/2T (E, φ) cosφdφ, (7.5)
 where G0 = (4e2/2πh)[E2F + t⊥EF ]1/2/~vF ; the angle of incidence φ is determined
 by tanφ = ky/α. It is not possible to obtain the conductance analytically, thereforewe evaluate this integral numerically.
 The conductance is a periodic function of P (since the transmission is) withperiod π. Fig. 7.3 shows a contour plot of the conductance for one period. Ascan be observed, the conductance has a sharp minimum at ε = 1/2(1 − cosP ):this is due to the cone feature in the transmission which shifts to higher energieswith increasing P . Such a sharp minimum was not present in the conductance of
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CHAPTER 7. BILAYER GRAPHENE: KRONIG-PENNEY MODEL
 Figure 7.2: Contour plot of the transmission for P = 0.25π in (a) and P = 0.75πin (b). In (b) the bound state, shown by the red curve, is at positive energy.The white area shows the part where α is imaginary. The probability distribution|ψ(x)|2 of the bound state is plotted in (c) for various values of ky and in (d) fordifferent values of P .
 single-layer graphene when the same δ-function potential barrier was applied, seeCh. 5.
 7.2.2 Bound states of a single δ-function barrier
 The bound states here are states that are localized in the x direction close to thebarrier but are free to move along the barrier, i.e., in the y direction. Such boundstates are characterized by the fact that the wave function decreases exponentiallyin the x direction, i.e., the wave vectors α and β are imaginary. This leads to
 eg10eg20
 = N
 0ed1
 0ed2
 , (7.6)
 which we can write as 0000
 = Q
 ed1
 eg1ed2
 eg2
 , (7.7)
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 Figure 7.3: (a) Contour plot of the conductance G. (b) Slices of G along constantP .
 where the matrix Q is the same as in Eq. (7.2). In order for this homogeneousalgebraic set of equations to have a nontrivial solution, the determinant of Q mustbe zero. This gives rise to a transcendental equation for the dispersion relation:
 detQ = N11N33 −N13N31 = 0, (7.8)
 which can be written explicitly as
 [cosP + iµ sinP ][cosP + iν sinP ] +(α− β)2k2
 y
 4αβε2sin2 P = 0. (7.9)
 This expression is invariant under the transformations
 1) P → P + nπ,
 2) ky → −ky,3) (ε, P )→ (−ε, π − P ) . (7.10)
 Furthermore, there is one bound state for ky > 0 and π/2 < P < π. For P < π/2we can infer that there is also a single bound state for negative energies from thethird property above. From this transcendental formula one can obtain the solutionfor the energy ε as function of ky numerically. We show the bound state by thesolid red curve in Fig. 7.2(b). This state is bound to the potential in the x directionbut moves as a free particle in the y direction. We have two such states, one thatmoves along the +y direction and one along the −y direction. The numericalsolution approximates the curve ε = cosP [−1/2 + (1/4 + k2
 y)1/2]. If one usesthe 2 × 2 Hamiltonian one obtains the dispersion relation given in Appendix B.3.By solving this equation one finds for each value of P two bound states: one forpositive and one for negative ky. Moreover, for positive P these bands have ahole-like behavior and for negative P an electron-like behavior. Only for small Pdo these results coincide with those from the 4× 4 Hamiltonian.
 The wave function ψ(x) of such a bound state is characterized by the coefficientseg1, eg2 on the left, and ed1 and ed2 on the right side of the barrier. We can
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CHAPTER 7. BILAYER GRAPHENE: KRONIG-PENNEY MODEL
 obtain these coefficients by using Eq. (7.7), by assuming eg1 = 1 and afterwardsnormalizing the total probability to unity in dimensionless units. The wave functionψ(x) to the left and right of the barrier can be determined from these coefficients.In Figs. 7.2(c,d) we show the probability distribution |ψ(x)|2 of a bound state fora single δ-function barrier: in (c) we show it for several ky values and in (d) fordifferent values of P . One can see that the bound state is localized around thebarrier and is less smeared out with increasing ky. Notice that the bound stateis more strongly confined for P = π/2 and that |ψ(x)|2 is invariant under thetransformation P → π − P .
 7.2.3 Transmission through two δ-function barriers
 We consider a system of two barriers, separated by a distance L, with strengths P1
 and P2, respectively, as shown schematically in Fig. 7.4. We have L→ Lt⊥/~vF ≡0.59261L/nm which for L = 10 nm, vF = 106 m/s, and t⊥ = 0.39 eV equals 5.9261in dimensionless units. The wave functions in the different regions are related asfollows:
 Figure 7.4: A system of two δ-function barriers with strengths P1 and P2 placed adistance L apart.
 ψ1(0) = S1ψ2(0), ψ2(0) = S ′ψ2(L),
 ψ2(1) = S2ψ3(L), ψ1(0) = S1S ′S2ψ3(L), (7.11)
 where S ′ = GM(1)G−1 represents a shift from x = 0 to x = L and the matricesS1 and S2 are equal to the matrix N ′ of Eq. (B.10) with P = P1 and P = P2,respectively. Using the transfer matrix N = G−1S1S ′S2GM(L) we obtain thetransmission T = |t|2.
 In Fig. 7.5 the transmission T (ε, ky) is shown for parallel (a), (b) and anti-parallel (b), (c) δ-function barriers with equal strength, i.e., for |P1| = |P2|, thatare separated by L = 10 nm, with P = 0.25π in (a) and P = 0.5π in (b). ForP = π/2, the transmission amplitude t for parallel barriers equals −t for anti-parallel ones and the transmission T is the same, as is the formula for the boundstates. Hence panel (b) is the same for parallel and anti-parallel barriers. Thecontour plot of the transmission has a very particular structure that is very dif-ferent from the single-barrier case. There are two bound states for each sign ofky, which are shown in panel (d) for parallel and panel (e) for anti-parallel barri-ers. For anti-parallel barriers these states have mirror-symmetry with respect to
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 Figure 7.5: Panels (a), (b), and (c): contour plots of the transmission throughtwo δ-function barriers of equal strength P = |P1| = |P2| separated by a distanceL = 10 nm. For parallel barriers we took P = 0.25π in (a) and P = 0.5π in (b).For anti-parallel barriers results are given for P = 0.5π in (b) and P = 0.25π in(c). The solid red curves in the white background region is the spectrum for thebound states. Panels (d) and (e) show the dispersion relation of the bound statesfor various strengths |P | for parallel and anti-parallel barriers, respectively. Thethin black curves delimit the region where bound states are possible.
 ε = 0 but for parallel barriers this symmetry is absent. For parallel barriers thechange P → π − P will flip the spectrum of the bound state. The spectrum ofthe bound states extends into the low-energy transmission region and gives rise toa pronounced resonance. Notice that for certain P values (see Figs. 7.5(a,d)) theenergy dispersion for the bound state has a camelback shape for small ky, indi-cating free propagating states along the y direction with velocity opposite to thatfor larger ky values. Contrasting Fig. 7.2(b) with Figs. 7.5(d,e), we see that thefree-particle-like spectrum of Fig. 7.2(b) for the bound states of a single δ-functionbarrier is strongly modified when two δ-function barriers are present.
 From the transfer matrix we derive that the transmission is invariant under thechange P → P + nπ and ky → −ky for parallel barriers, which was also the caseof a single barrier, cf. Eq. (7.10). In addition, it is also invariant, for anti-parallelbarriers, under the change
 P → π − P. (7.12)
 The conductance G is calculated numerically as in the case of a single barrier.We show it for (anti-)parallel δ-function barriers of equal strength in Fig. 7.6.The symmetry G(P + nπ) = G(P ) of the single-barrier conductance holds here as
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 well. Further, we see that for anti-parallel barriers G has the additional symmetryG(P ) = G(π − P ), as the transmission does.
 Figure 7.6: Contour plot of the conductance of two δ-function barriers with strength|P2| = |P1| = P and inter-barrier distance L = 10 nm. Panel (a) is for parallelbarriers and panel (c) for anti-parallel barriers. Panels (b) and (d) show the con-ductance, along constant P , extracted from panels (a) and (c), respectively.
 7.3 Kronig-Penney model
 We consider an infinite sequence of equidistant δ-function potential barriers, i.e., aSL, with potential
 V (x) = P∑n
 δ(x− nL). (7.13)
 As this potential is periodic the wave function should be a Bloch function. Further,we know how to relate the coefficients A1 of the wave function before the barrierwith those (A3) after it, see Appendix B.2. The result is
 ψ(L) = eikxLψ(0), A1 = NA3, (7.14)
 with kx the Bloch wave vector. From these boundary conditions we can extractthe relation
 e−ikxLM(L)A3 = NA3, (7.15)
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 with the matrix M(x) given by Eq. (B.4). The determinant of the coefficients inEq. (7.15) must be zero, i.e.,
 det[e−ikxLM(L)−N ] = 0. (7.16)
 If ky = 0, which corresponds to the pure 1D case, one can easily obtain thedispersion relation because the first two and the last two components of the wavefunction decouple. Two transcendental equations are found:
 cos kxL = cosαL cosP +1
 2
 (αε
 +ε
 α
 )sinαL sinP, (7.17a)
 cos kxL = cosβL cosP +1
 2
 (β
 ε+ε
 β
 )sinβL sinP. (7.17b)
 Since β is imaginary for 0 < E < t⊥, we can write Eq. (7.17b) as
 cos kxL = cosh |β|L cosP − |β|2 + ε2
 2|β|ε sinh |β|L sinP, (7.18)
 which makes it easier to compare with the spectrum of the KP model obtainedfrom the 2× 2 Hamiltonian. The latter is given by the two relations
 cos kxL = cosκL+ (P/2κ) sinκL, (7.19a)
 cos kxL = coshκL− (P/2κ) sinhκL, (7.19b)
 with κ =√ε. This dispersion relation, which has the same form as the one for
 standard electrons, is not periodic in P and the difference with that of the four-band Hamiltonian is due to the fact that the former is not valid for high potentialbarriers. One can also contrast the dispersion relations (Eq. (7.17) and Eq. (7.19))with the corresponding one of single-layer graphene (see Ch. 5)
 cos kxL = cosλL cosP + sinλL sinP, (7.20)
 where λ = E/(~vF ). This dispersion relation is also periodic in P .In Fig. 7.7 we plot slices of the energy spectrum for ky = 0. There is a qualita-
 tive difference between the four-band and the two-band approximation for P = π.Only when P is small does the difference between the two 1D dispersion relationsbecome small. Therefore, we will no longer present results from the 2× 2 Hamilto-nian though it has been used frequently due to its simplicity. The present resultsindicate that one should be very careful when using the 2×2 Hamiltonian in bilayergraphene.
 Notice that for P = 0.25π the electron and hole bands overlap and cross eachother close to |ky| ≈ 0.5(π/L). That is, this is the spectrum of a semi-metal.These crossing points move to the edge of the BZ for P = π resulting in a zero-gapsemiconductor. At the edge of the BZ the spectrum is parabolic for low energies.
 For ky 6= 0, the dispersion relation can be written explicitly in the form
 cos 2kxL+ C1 cos kxL+ C0/2 = 0, (7.21)
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 Figure 7.7: Slices of the spectrum of a KP SL with L = 10 nm along kx, forky = 0, with P = 0.25π in (a) and (b) and P = π in (c) and (d). The results in(a) and (c) are obtained from the four-band Hamiltonian and those in (b) and (d)from the two-band one. The solid and dashed curves originate, respectively, fromEq. (7.17a) and Eq. (7.19a), and Eq. (7.17b) and Eq. (7.19b).
 whereC1 = −2(cosαL+ cosβL) cosP − (dα + dβ) sinP, (7.22)
 and
 C0 = (2 + k2y/ε
 2) + (2− k2y/ε
 2) cosαL cosβL
 +[(ε2 − k2y)2 + ε2(2ε2 − 1)] sinαL sinβL/2αβε2
 −{k2y/ε
 2 − (2 + k2y/ε
 2) cosαL cosβL
 +[2ε2 − 1/2− k2
 y + k4y/ε
 2]
 sinαL sinβL/αβ}
 cos 2P
 + [dα cosβL+ dβ cosαL] sin 2P, (7.23)
 with dα = (2ε + 1) sinαL/α and dβ = (2ε − 1) sinβL/β. The wave vectors α =[ε2 + ε− k2
 y]1/2 and β = [ε2 − ε− k2y]1/2 are pure real or imaginary. If β becomes
 imaginary, the dispersion relation is still real (β → i|β| and sinβL → i sinh |β|L).Further, if α becomes imaginary, that is for α → i|α|, the dispersion relation isreal. The dispersion relation has the following invariance properties:
 1)E(kx, ky, P ) = E(kx, ky, P + 2nπ), (7.24a)
 2)E(kx, ky, P ) = −E(π/L− kx, ky, π − P ), (7.24b)
 3)E(kx, ky, P ) = E(kx,−ky, P ). (7.24c)
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 In Fig. 7.8 we show the lowest conduction and highest valence bands of the energy
 Figure 7.8: SL Spectrum for L = 10 nm, the lowest conduction and highest valenceband for P = 0.25π in (a) and P = 0.5π in (b), are shown.
 spectrum of the KP model for P = 0.25π in (a) and P = 0.5π in (b). The formerhas two touching points that can also be viewed as overlapping conduction andvalence bands as in a semi-metal, and the latter exhibits an energy gap. In Fig. 7.9slices of Figs. 7.8(a,b) are plotted for ky = 0. The spectrum of bilayer graphene hasa single touching point at the origin. When the strength P is small, this point shiftsaway from zero energy along the kx axis with ky = 0 and splits into two points. Itis interesting to know when and where these touching points emerge. To find outwe observe that at the crossing point both relations of Eq. (7.17) should be fulfilled.If these two relations are subtracted we obtain the transcendental equation
 0 = (cosαL− cosβL) cosP + (1/2) (dα − dβ) sinP, (7.25)
 where dα = (2ε+ 1) sinαL/α and dβ = (2ε− 1) sinβL/β. We can solve Eq. (7.25)numerically for the energy ε. For small P and small L this energy can be approx-imated by ε = P/L. Afterwards we can put this solution back into one of thedispersion relations to obtain kx.
 In Figs. 7.9(a,b) we show slices along the kx axis for ky = 0 and along the kyaxis for the kx value of a touching point, kx,0. We see that as the touching pointsmove away from the K point, the cross sections show a more linear behavior inthe ky direction. The position of the touching points is plotted in Figs. 7.9(c) as afunction of P . The dash-dotted blue curve corresponds to the value of kx,0 (right yaxis), while the energy value of the touching point is given by the black solid curve.This touching point moves to the edge of the BZ for P = Pc ≈ 0.425π. At thispoint a gap opens (the energies of the top of the valence band and of the bottomof the conduction band are shown by the lower purple and upper red solid curve,respectively) and increases with P . Because of property 2) in Eq. (7.24) we plotthe results only for P < π/2. We draw attention to the fact that the dispersionrelation differs to a large extent for large P from the one that results from the 2×2Hamiltonian given in Appendix B.3. This is already apparent from the fact thatthe dispersion relation does not exhibit any of the periodic in P behaviors givenby Eq. (7.24a) and Eq. (7.24b).
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 Figure 7.9: SL spectrum for L = 10 nm. The dashed blue, solid red, and dash-dotted purple curves are, respectively, for strengths P = 0.1π, P = 0.25π, andP = 0.5π. (a) shows the spectrum versus kx for ky = 0 while (b) shows it versus kyfor kx at the value where the bands cross. The position of the touching points andthe size of the energy gap are shown in (c) as a function of P . The dash-dottedblue curve and the solid black curve show kx,0 and the energy value of the touchingpoints, respectively. For P > Pc a gap appears; the energies of the conduction bandminimum and of the valence band maximum are shown by the red and purple solidcurve, respectively.
 An important question is whether the above periodicities in P still remainapproximately valid outside the range of validity of the KP model. To assess this,we briefly look at a square-barrier SL with barriers of finite width Wb and comparethe spectra with those of the KP model. We assume the height of the barrier tobe V/~vF = P/Wb, so that VWb/~vF = P . We use a SL period of 50 nm and thewidth Wb = 0.05L = 2.5 nm. For P = π/2 the corresponding height is V ≈ t⊥.To fit in the continuum model we require that the potential barriers be smoothover the carbon-carbon distance which is a ≈ 0.14 nm. In Fig. 7.10 we show thespectra for the KP model and this SL. Comparing (a) and (b), we see that forsmall P the difference between both models is rather small. If we take P = π/2though, the difference becomes large, especially for the first conduction and valenceminibands, as shown in panels (c) and (d). The latter energy bands are flat forlarge ky in the KP model, while they diverge from the horizontal line (E=0) fora finite barrier width. From panel (f), which shows the discrepancy of the SLminibands between the exact ones and those obtained from the KP model, we seethat the spectra with P = 0.2π are closer to the KP model than those for P = π/2.
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 Fig. 7.10(e) demonstrates that the periodicity of the spectrum in P within the KPmodel, i.e., its invariance under the change P → P + 2nπ, is present only as arough approximation away from the KP limit.
 Figure 7.10: Spectrum of a SL with L = 50 nm, (a) and (b) are for P = 0.2πand (c) and (d) are for P = π/2. (a), (c) and (e) are for a rectangular-barrier SLwith Wb = 0.05L and u = P/Wb, while (b) and (d) are for the KP model. (e)shows the spectrum for u corresponding to P = (1/2+2)π; the dashed curves showthe contours of the spectrum in (c) for P = π/2. (f) shows the discrepancy ofthe SL minibands between the exact ones and those obtained from the KP model,averaged over k space (where we used kyL/π = 6 as a cut-off). The conduction(valence) minibands are numbered with positive (negative) integers.
 7.4 Extended Kronig-Penney model
 In this model we replace the single δ-function barrier in the unit cell by two barrierswith strengths P1 and −P2. In this case the SL potential is given by
 V (x) = P1
 ∑n
 δ(x− nL)− P2
 ∑n
 δ(x− (n+ 1/2)L). (7.26)
 Here we will restrict ourselves to the important case of P1 = P2. For this potentialwe can also use Eq. (7.16) of Sec. 7.3, with the transfer matrix N replaced by theappropriate one.
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 First, let us consider the spectrum along ky = 0, which is determined by thetranscendental equations
 cos kxL = cosαL cos2 P +Dα sin2 P, (7.27a)
 cos kxL = cosβL cos2 P +Dβ sin2 P, (7.27b)
 with Dγ =[(γ2 + ε2) cos γL− γ2 + ε2
 ]/4γ2ε2. It is more convenient to look at the
 crossing points because the spectrum is symmetric around zero energy. This followsfrom the form of the potential (its spatial average is zero) or from the dispersionrelation Eq. (7.27a): the change ε → −ε entails α ↔ β and the crossings in thespectrum are easily obtained by taking the limit ε → 0 in one of the dispersionrelations. This gives the value of kx at the crossings:
 kx,0 = ± arccos[1− (L2/8) sin2 P ]/L, (7.28)
 while the crossing points are at (ε, kx, ky) = (0, ±kx,0, 0). If the kx,0 value is notreal, then there is no solution at zero energy and a gap arises in the spectrum.From Eq. (7.27a) we see that for sin2 P > 16/L2 a band gap arises.
 Figure 7.11: The first conduction and valence minibands for the extended KPmodel for L = 10 nm with P = 0.125π in (a) and P = 0.25π in (b).
 In Fig. 7.11 we show the lowest conduction and highest valence band for (a)P = 0.125π, and (b) P = 0.25π. If we make the correspondence with the KP modelof previous section we see that this model leads to qualitatively similar (but notidentical) spectra shown in Figs. 7.8(a,b): one should take P twice as large in thecorresponding KP model of Sec. 7.3 in order to obtain a similar spectrum. Herewe have the interesting property that the spectrum exhibits mirror symmetry withrespect to ε = 0, which makes the analysis of the touching points and of the gapeasier.
 In Fig. 7.12 we plot the kx value (dash-dotted blue curve) of the touching pointskx,0 versus P , if there is no gap, and the size of the gap Egap (solid red curve) ifthere is one. The touching points move toward the BZ boundary with increasingP . Beyond the P value for which the boundary is reached, a gap appears betweenthe conduction and valence minibands.
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 Figure 7.12: Plot of the ±kx,0 values, for which the minibands touch each other, asa function of P (dash-dotted blue curve), and the size of the band gap Egap (solidred curve). The calculation is done for the extended KP model with L = 10 nm.
 7.5 Conclusions
 We investigated the transmission through single and double δ-function potentialbarriers on bilayer graphene using the four-band Hamiltonian. The transmissionand conductance are found to be periodic functions of the strength of the barriersP = VWb/~vF with period π. The same periodicity was previously obtained forsuch barriers on single-layer graphene, see Ch. 5. We emphasize that the periodicityobtained here implies that the transmission satisfies the relation T (kx, ky, P ) =T (kx, ky, P + nπ) for arbitrary values of kx, ky, P , and integer n. In previoustheoretical work on graphene (Shytov et al., 2008; Silvestrov and Efetov, 2007)and bilayer graphene (Snyman and Beenakker, 2007; Ramezani Masir et al., 2010)Fabry-Perot resonances were studied and T = 1 was found for particular values ofα, the electron momentum inside the barrier along the x axis. For a rectangularbarrier of width W and Schrodinger-type electrons, Fabry-Perot resonances occurfor αW = nπ and E > V0 as well as in the case of a quantum well for E > 0,V0 < 0. In graphene, because of Klein tunneling, the latter condition on energyis not needed. Because α depends on the energy and the potential barrier heightin the combination E − V0, any periodicity of T in the energy is equivalent toa periodicity in V0 if no approximations are made, e.g., E � V0, etc. Althoughthis may appear similar to the periodicity in P , there are fundamental differences.As shown in Snyman and Beenakker (2007), the Fabry-Perot resonances are notexactly described by the condition αW = nπ (see Fig. 3 in Snyman and Beenakker(2007)) while the periodicity of T in the effective barrier strength is exactly nπ.Furthermore, the Fabry-Perot resonances are found for T = 1, while the periodicityof T in P is valid for any value of T between 0 and 1.
 Further, we studied the spectrum of the KP model and found it to be periodicin the strength P with period 2π. In the extended KP model this period reducesto π. This difference is a consequence of the fact that for the extended SL theunit cell contains two δ-function barriers. These periodicities are identical to theone found earlier in the (extended) KP model on single-layer graphene. We found
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 that the SL conduction and valence minibands touch each other at two points orthat there is an energy gap between them. In addition, we found a simple relationdescribing the position of these touching points. None of these periodic behaviorsresults from the two-band Hamiltonian; this clearly indicates that the two-bandHamiltonian is an incorrect description of the KP model in bilayer graphene. Ingeneral, results derived from these two tight-binding Hamiltonians agree well onlyfor small energies (Castro Neto et al., 2009; Beenakker, 2008). The precise energyranges are not explicitly known and may depend on the particular property studied.For the range pertaining to the four-band Hamiltonian ab-initio results (Latil andHenrard, 2006) indicate that it is approximately from −1 eV to +0.6 eV.
 The question arises whether the above periodicities in P survive when the po-tential barriers have a finite width. To assess that, we briefly investigated thespectrum of a rectangular SL potential with thin barriers and compared it withthat in the KP limit. We showed with some examples that for specific SL pa-rameters the KP model is acceptable in a narrow range of P and only as a roughapproximation outside this range. The same conclusion holds for the periodicity ofthe KP model.
 The main differences between the results for the KP model on bilayer grapheneand those on single-layer graphene, see Ch. 5 and Barbier et al. (2009a), are asfollows. In contrast to single-layer graphene we found here that:
 1) The conductance for a single δ-function potential barrier depends on the Fermi-energy and drops almost to zero for certain values of E and P .
 2) The KP model (and its extended version) in bilayer graphene can open a bandgap; if there is no such gap, two touching points appear in the spectrum insteadof one.
 3) The Dirac line found in the extended KP model in single-layer graphene is notfound in bilayer graphene.
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8Snake states and Klein tunneling in agraphene Hall bar with a pn-junction
 8.1 Introduction
 The pn-junction is an interesting system in graphene because it exhibits Kleintunneling as well as the analog of a negative refraction index. Moreover the phe-nomen of ‘snake states’ along the pn-interface has been predicted (Davies et al.,2012; Carmier et al., 2011). Actually at such a pn-junction one has a combination of‘skipping orbits’ when electrons arriving at the pn-junction are reflected and ‘snakestates’ when they exhibit negative refractive index behavior. Along with theoreti-cal proposals (Davies et al., 2012), experiments on such systems were undertakenrecently (Williams and Marcus, 2011; Lohmann et al., 2009). This motivated us toinvestigate the response of a graphene Hall bar (Weingart et al., 2009) containing apn-junction. In previous work on mesoscopic Hall bars Beenakker and van Houten(1989) proposed a classical model to describe the magnetic response. Such Hallprobes have been applied as noninvasive probes for local magnetic fields (Novoselovet al., 2002; Peeters and Li, 1998) to investigate, e.g., mesoscopic superconductingdisks and ferromagnetic particles. In this work we investigate a Hall bar made ofgraphene with a pn-junction along one of its axes in the ballistic regime using thebilliard model.
 8.2 Model
 The system we investigate, shown in Fig. 8.1, is a Hall bar with four identical leads,with in the middle a pn-junction dividing the Hall cross in an n-doped region and ap-doped region. The doping can be realized electrically by applying gate potentialsVp and Vn on the p- and n-region respectively. We modeled this by a shift in energyEF → EF − Vn and define V = Vp − Vn, which is equivalent to having Vn = 0.We use the following dimensionless units throughout the work: R∗ = R/R0, with
 1The results of this chapter were published as:M. Barbier, G. Papp, and F. M. Peeters, Appl. Phys. Lett. 100, 163121 (2012).
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CHAPTER 8. SNAKE STATES AND KLEIN TUNNELING IN AGRAPHENE HALL BAR WITH A PN-JUNCTION
 Figure 8.1: A sketch of the Hall bar geometry, where the pn-junction is representedby the red line, and the contacts are shown in blue having a chemical potentialµi. Three configurations are possible for the voltage and current probes: α (Hallresistance measurement), and β and γ (bend resistance measurements). The insetshows the potential profile.
 R0 = h4e2
 ~vF|EF |W
 1, B∗ = B/B0, with B0 = |EF |evFW
 , r∗c = rc/W = (1−ξ)/B∗, with ξ =
 V/EF , where W is the width of the channels, vF ≈ 106 m/s is the Fermi-velocity,and e is the charge of the electron. Our numerical simulations are done for typicalvalues of W = 1 µm and EF = 50 meV, which results in R0 = 6.08 × 102 h
 4e2 andB0 = 0.05 T. In order for our approach to be valid, we must require that: (1) we arein the ballistic regime, meaning that the mean free path le is larger than the widthof the channels W , and (2) the system can be described classically, implying that,a) the confinement quantization Eq = ~vF /W and b) the Landau level quantization
 ~ωD =√
 2~vF /lB with the magnetic length lB =√~/eB are small compared to
 the thermal fluctuations kBT . Since in graphene the temperature dependence of leis found to be small within a broad range of temperatures, and le is in the order ofmicrons for clean graphene samples, see, e.g., Mayorov et al. (2011), (1) is satisfiedfor not too low temperatures, and for the used parameters.
 8.2.1 Landauer-Buttiker theory
 We calculate the Hall and bend resistances according to the Landauer-Buttikertheory (Buttiker, 1986). The idea of this theory is the following:
 1Normally R0 = h2e2
 for a standard 2DEG, but since graphene has a nonconstant DOS equal
 to ρ(E) = 4|E|2π(~vF )2
 , we have R0 ∝ 1/EF .
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 Each terminal i contributes an amount
 I = Ni2e
 h(µi − µ0), (8.1)
 to the current. Here Ni is a normalization factor depending on the channel, µi isthe Fermi-level, µ0 is the level where all electronic energy levels are occupied andno space for moving electrons is left, hence no net current is expected to originatefrom electrons having an energy below this value. The electrons can be scatteredby the device into another channel or can be reflected. The probability for thisevent we denote by Tij To obtain the real current Ii going out of the terminal wesubtract from this value, (1) the current which is reflected back into the terminali with probability Tii and, (2) the current coming from the electrons which werescattered from another terminal j into the terminal i with probability Tij . Thisleads to
 Ii =2e
 h
 Ni(1− Tii)(µi − µ0)−∑j 6=i
 NjTij(µj − µ0)
 , (8.2)
 where Ni is the Because of current (flux) conservation Ni = NiTii +∑j 6=iNjTij ,
 therefore the above equation becomes
 Ii =2e
 h
 Ni(1− Tii)µi −∑j 6=i
 NjTijµj)
 , (8.3)
 getting rid of the µ0 term. Because in graphene the DOS is linear in |E − V |, thenormalization factor Ni ∝ |E − Vi|. This means that more electrons are injectedfrom regions with a higher DOS. If Vi is not constant over the contact—like inour case—we need to integrate over the contact to find the current Ii, that is:NjTij ∝
 ∫x0
 dx0 |E − V (x0)|Tij,x0, with x0 the location on the contact where the
 electron is injected. The relation in Eq. (8.3) which relates the voltage eVi = µiwith the current Ii defines the conductance tensor G, through I = GV . We findfor the conductance tensor
 G =
 1− T11 −T12 · · · −T1M
 −T21 1− T22 · · · −T2M
 ......
 . . ....
 −TM1 −TM2 · · · 1− TMM
 (8.4)
 A resistance tensor R can be defined as R = G−1.This we can apply to the Hall bar system. For this device we have four terminals.
 According to the Landauer-Buttiker formalism (Buttiker, 1986) the resistances canbe measured by having a voltage probe placed at two contacts (where no net currentflows through) and the current running through the other two. Measuring thevoltage Vkl = (µk − µl)/e between terminals (k, l) and allow the current Imn toflow between (m, n) a resistance can be defined by
 Rmn,kl =VklImn
 = R0TkmTln − TknTlm
 D, (8.5)
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CHAPTER 8. SNAKE STATES AND KLEIN TUNNELING IN AGRAPHENE HALL BAR WITH A PN-JUNCTION
 with the voltage Vkl = (µk−µl)/e measured between terminals (k, l) and a currentImn is flowing between (m, n). Tij are the transmission matrix elements giving theprobability for an electron injected from terminal j to end up in terminal i, andD is a (sub)determinant of the transmission matrix T , which is symmetric in themagnetic flux: D(B) = D(−B).
 One has the following exact symmetries:
 (1) Rmn,kl = −Rmn,lk = −Rnm,kl, and the reciprocal relation
 (2) Rmn,kl(B) = Rkl,mn(−B).
 There are three resistances of interest: the Hall resistance RH = Rα = R13,24,the bend resistances RB = Rβ = R14,32 and Rγ = R12,43, and their counterparts(denoted by a prime) obtained by switching the voltage and current probes, wherethe latter are related to the former by the relation Ri(−B) = −R′i(B). Theseresistances are defined by Ri = Vi/Ii (i = α, β, γ), where the different Vi and Iiare shown in Fig. 8.1.
 8.2.2 Transmission matrix
 To obtain the transmission matrix elements we use the semi-classical billiard model(Beenakker and van Houten, 1989). Tij are found by injecting a large number Nof electrons from terminals j and tracking down which ratio ends up in terminalsi. The probability to be injected from a terminal j is, according to Beenakkerand van Houten (1989), uniformly distributed over the channel width, and hasan angular distribution P (α) = 1
 2 cos(α). In graphene it also depends on theDOS which changes with the parameter ξ = EF /V . Because in the system underconsideration the DOS is not the same in every channel (and not even homogeneousinside channels 2 and 4), we incorporate this by a factor εj(x) = |1 − ξj(x)| forinjection from position x at terminal j. This means that the electron has a higherprobability to be injected from a region where the DOS is large.
 Figure 8.2: Schematics of an electron having energy EF < V incident under an an-gle φi on a pn-junction, (a) shows the incident, reflected, and transmitted momentapi, pr, and pt, while (b) shows the potential profile with the Dirac cones.
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 The trajectories of the electrons are assumed to be ballistic and the electronmoves along a circular orbit with cyclotron radius rc. Unlike in a standard 2DEG
 where rclassicalc = p
 eB = mv2
 eBv , in graphene we have a linear dispersion relationEkin = vF p and we obtain instead
 rc =pFe|B| =
 Ekin
 evF |B|=|EF − V |evF |B|
 , (8.6)
 a cyclotron radius that can be tuned by changing the magnetic field strength Bor the potential V . To investigate the behavior of an electron incident on thepn-junction, we calculate the transmission and reflection probabilities on the pn-junction quantum mechanically (according to the Dirac model), as well as howthe particle is deflected by the junction. The direction of the particle will changeon transmission through the junction. If the incident angle is φi then in case ofreflection, the reflected angle is φr = φi. For transmission the angle φt of thetransmitted electron is related to the incident one as
 pt sin(φt) = pi sin(φi), (8.7)
 where pt and pi are the corresponding momenta in the respective regions, if theregion has potential V then p = (E − V )/vF , this is shown in Fig. 8.2. Thisrelation is similar to the wellknown Snell’s law in optics. In case | sin(φt)| > 1,total reflection occurs and the reflection probability R = 1. Otherwise R is givenby Davies et al. (2012):
 R =
 ∣∣∣∣sin(φ1 + φ2
 2
 )/ cos
 (φ1 − φ2
 2
 )∣∣∣∣2 . (8.8)
 Thus when an electron hits the pn-junction, it has a probability to be reflected orto be transmitted. From the above “Snell’s law”, we observe that the transmissionprobability to go from a region with large |p| (and hence high DOS) towards a regionwith low |p| is small, while for electrons going in the opposite way transmission isvery likely.
 Our procedure to find the transmission matrix element Tij can be summarizedas follows:
 1. We inject electrons from lead j with both angles α ∈] − π/2, π/2[ and posi-tions in the lead x linearly distributed over the interval. To incorporate theprobability of injection with angle α and position x, we attach a weight factorP (α, x) ∝ 1
 2 cos(α) |1− ξj(x)| to the corresponding electron path.
 2. For each of these electrons we compute its path as follows: we determinethe circle (using Eq. (8.6) to obtain the radius) along which the electron istraveling and consequently obtain the intersections between this circle and theset of line-pieces constituted by the borders of the Hall bar geometry and thepn-junction. The closest intersection represents the point where the electron‘hits’ the border of a channel, a lead, or the pn-junction. For this ‘hit’ we
 101

Page 112
                        

CHAPTER 8. SNAKE STATES AND KLEIN TUNNELING IN AGRAPHENE HALL BAR WITH A PN-JUNCTION
 compute the next circle along which the electron will proceed. If the electronhits the wall of a channel the next circle is calculated considering elasticcollision. When the electron hits the pn-junction the reflection probabilityR is calculated using Eq. (8.8) and a random number ζ ∈ [0, 1] is tossed todetermine whether the electron is transmitted (ζ > R) or reflected (ζ < R).When the electron is transmitted the “Snell’s law” (i.e., Eq. (8.7)) is used toobtain the next circle.
 3. The path ends when a electron hits the border of a lead i, in which case thetransmission Tij towards this lead is augmented by the weight factor P (α, x).
 For the above procedure to be valid, a large number of electrons should be injected.In our simulations we took 400 angles and 600 positions of injection for everychannel. This procedure has to be repeated for every channel and every value ofmagnetic field B and potential V in the range of interest.
 8.2.3 Symmetry of the system
 Although the four-fold symmetry is lost in our system, we still have the followingsymmetries:
 1) Tij(B) = Tji(−B), the Onsager relation,
 2) Tj2(B) = Tj4(−B), with j = 1, 3,
 3) T13(B) = T13(−B),
 where the last two are specific to our pn-junction set-up. Therefore, both the Halland bend resistances obey
 1) Rγ(−B) = −Rβ(B),
 2) Rα(−B) = −Rα(B),
 Hence it suffices for the Hall resistance to only plot Rα(B) for positive values ofthe magnetic field. Moreover for the bend resistance we choose to plot Rβ(B).
 8.3 Results and discussion
 To understand the influence of the pn-junction on the resistances, we plot theelectron density ρ(x, y) in Fig. 8.3 for B∗ = 3, V/EF = 2. For this B the cyclotronradius rc = W/3 is equal in both regions, but with opposite direction of motionfor the electrons. Notice that rc = W/3 is large enough for the charge carriers toreach the pn-junction, but not the other edge of the channel without scattering(remember the width of the channels is W ). There is symmetry for injection fromlead 1 and 3 because of equal cyclotron radii in both regions. For injection in thefirst lead we see that, due to the negative refraction index, there is a nonzero T21.Comparing injection from lead 2 and 4 we notice that the snake states are only
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 Figure 8.3: The electron density ρ(x, y) inside the Hall cross for B∗ = 3, V/EF = 2for carrier injection from the four different leads as indicated by the arrows.
 traveling from 4 to 2 and not in the opposite direction. Further, to appreciatethe effect of the difference of the DOS in the two regions, and the correspondingdifference in probability for an electron to be injected in that region, we plot theelectron density ρ(x, y) in Fig. 8.4 for B∗ = 1.5, and V/EF = 0.8. For thoseparameters both regions are of n-type, but the DOS and the cyclotron radius ofthe right region are five times smaller than these of the left region. For injection inthe first lead we observe that the pn-junction serves as an almost impenetrable wallfor the electrons. This can be understood from the fact that transmission towardsregions with a smaller DOS is unlikely (due to the Snell’s law mentioned above).By the same reasoning we can appreciate that the electrons injected from lead 2are scattered mainly towards the terminal 4, whereby reflection on the pn-junctionallows skipping orbits along the interface. Notice also that although the electronsinjected from the right region of lead 2 are traveling towards channel 3 that theDOS in this region is small such that only few electrons will reach lead 3.
 In Fig. 8.5 the (a) Hall resistance, (b) Hall coefficient, and (c) the bend resis-tance are shown for various values of ξ = V/EF . Two cases are clearly distinct:
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CHAPTER 8. SNAKE STATES AND KLEIN TUNNELING IN AGRAPHENE HALL BAR WITH A PN-JUNCTION
 Figure 8.4: The electron density ρ(x, y) inside the Hall cross for B∗ = 1.5, V/EF =0.8 for carrier injection from the four different leads as indicated by the arrows.
 (1) 0 < ξ < 1, such that the potential barrier is lower than the Fermi-energyand both regions are of n-type, and (2) ξ > 1 where the right region is p-type,which reverts the circling direction of the electrons and makes the refraction indexnegative, allowing for Klein tunneling in graphene. From this figure we see thatthe Hall resistance shows a plateau for small 0 < ξ < 1, while for ξ > 1 it isnegative and approaches zero with increasing ξ. The plateau in RH is due to thepn-junction, which guides the electrons making it difficult for them to cross thejunction2. If ξ is increased above 1, the electrons in the p-region will turn in theopposite direction, therefore they can bend towards a different channel and thepn-junction will collimate the electrons (Cheianov and Fal’ko, 2006). This dimin-ishes the Hall resistance with increasing ξ = V/EF until it vanishes at V = 2EFwhere rc is the same in both regions. From the Hall coefficient we can see that,unlike the case without pn-junction, the Hall coefficient is negative and decreasesfor high magnetic fields in case ξ > 1, while for ξ < 1 it approaches asymptoti-
 2This is very similar to the guiding found in Beenakker and van Houten (1989), where theguiding occurs due to the rounding of the edges of the Hall cross.
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 cally the value for ξ = 0 with increasing B. The bend resistance on the contrarybecomes highly asymmetric with increasing ξ = V/EF , and is strongly enhancedby the presence of the pn-junction. In particular, notice that in regime (2) |RB |increases for large and negative B. To understand this we observe from Eq. (8.5)that RB ∝ T31T24 − T34T21. Notice further that for large and negative B, T31 ≈ 0while T21 and T34 are nonzero because the right region is of p-type.
 Figure 8.5: (a) Hall resistance, (b) Hall coefficient, and (c) the bend resistance,versus the magnetic field strength are shown for various values of ξ = V/EF =0; 0.4; 0.8; 1.2; 1.6; 2, given by the labels next to the curves.
 8.4 Conclusions
 We investigated the Hall and bend resistance of a Hall cross made of graphenecontaining a pn-junction. The Hall resistance exhibits a ‘last Hall plateau’, as ina standard 2DEG when the Hall bar has rounded corners, in the case of ξ < 1where the junction serves as a guiding center for the electrons. For ξ > 1, the Hallresistance is qualitatively very different: i) its sign is opposite, ii) no Hall plateauis present but rather a local minimum, iii) |RH | diminishes both with increasing ξand B, and iv) for ξ = 2, RH = 0. The bend resistance is highly asymmetric forξ > 1 and the resistance increases with increasing magnetic field B in one direction,while it reduces to zero in the other direction.
 105

Page 116
                        


Page 117
                        

9Conclusions and outlook
 Here I present the conclusions from my thesis, and a summary of possible futureresearch directions.
 9.1 Conclusions
 In this thesis I theoretically investigated the electronic transport properties innanostructures and one-dimensional superlattices in graphene. The study focuseson theoretical models, rather than on the practical simulations of concrete systems,such that the characteristic properties of the systems are obtained for more gen-eral systems. The electronic properties can to a great extent be determined fromthe electronic bandstructure of a system, therefore I mainly focused on studyingthe spectrum and its consequences on electronic transport characteristics such asthe conductivity and the density of states. Further, to gain a deeper insight inthe effect of such superlattices on the behavior of the electrons, we considered thetunneling properties through simple nanostructures.
 In the first chapter I present the introduction to this work. A few methods toobtain graphene samples are presented along with some experimental techniques tofabricate nanostructures and superlattices. In order to give an idea of how graphenemay be useful, I discuss some applications of graphene that already have beenrealized since 2004, the point in time where the graphene era started. Furthermore,a motivation for the work and the contributions of this work are given here.
 The second chapter is devoted to introducing the general electronic propertiesof graphene, necessary to understand the rest of the work. The theoretical framewe use is explained and some of the approximations used further on in the thesisare justified.
 In Ch. 3 we showed that Klein tunneling in graphene is a result from the spec-trum being gapless together with the chiral nature of the Dirac particles. This canbe seen from the fact that relativistic particles obeying the Klein-Gordon equa-tion, which also have a linear and gapless spectrum, do not exhibit perfect Kleintunneling for perpendicular incidence.
 In Ch. 4 we investigated the effect of superlattices consisting of one-dimensionalbarriers on single-layer graphene. We show that, due to the Klein tunneling in
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 single-layer graphene, a gap cannot be introduced in the spectrum using such elec-trostatic potentials. In the direction perpendicular to the barriers the linear spec-trum persists. In the other direction though, parallel to the potential barriers ofthe superlattice, the spectrum gets modified to a great extent. We investigatedtwo phenomena: (1) the emergence of extra Dirac points, which turn out to havea clear arrangement in k-space, and correspond to topologically protected zero-energy states, and (2) the phenomenon of collimation, which is characterized bythe appearance of a spectrum that is almost dispersionless in one direction, whilebeing linear in the other direction. Both effects are in fact related: the emergenceof a pair of extra Dirac points in the spectrum is characterized by a spectrum thatis dispersionless in the direction parallel to the potential barriers.
 In Ch. 5 we investigated the Kronig-Penney model in single-layer graphene.In this model one assumes a periodic potential consisting of δ-function barriers.Originating from condensed-matter physics, this model simulates the sharp poten-tials of the ions in a crystal by δ-function barriers. Since electrons in graphenebehave as (ultra-)relativistic particles, we can use this model to study the rela-tivistic extension of the Kronig-Penney model (the so-called Dirac Kronig-Penneymodel). We find that in graphene, this model results in a spectrum that is periodicin the strength of the δ-function barriers. Further, we find that we can create aDirac line in the spectrum (instead of a Dirac point), when we extend the Kronig-Penney model to a superlattice with alternating-in-sign δ-function barriers. Weremark that, because δ-function barriers are ill-defined in graphene, these resultsare especially interesting in the case of real two-dimensional Dirac particles.
 In Ch. 6 we studied one-dimensional electrostatic superlattices in bilayer graphene.Just like in Ch. 4, we can show that extra Dirac points appear in the spectrum.Different from the case of single-layer graphene, we show that in bilayer grapheneone has more types of extra Dirac points: extra Dirac points may appear alsofor ky = 0 and nonzero kx, but are not protected like in single-layer graphene. Inbilayer graphene there is the possibility to induce a bandgap in the spectrum by ap-plying a potential difference between the two layers. When applying a superlatticeto bilayer graphene, consisting of interfaces where the bias (potential difference)flips, the valley of the conduction band splits into two anisotropic cone-like struc-tures. The splitting, as well as the anisotropy, becomes larger with increasing bias.
 In Ch. 7 we studied the Kronig-Penney model in bilayer graphene. Also in thiscase we find a spectrum that is periodic in the strength of the δ-function barriers.We checked the validity of this model using the tight-binding model, and showedthat it is only valid for rather small strengths of the barriers.
 In Ch. 8 we investigated the influence of introducing a pn-junction in a grapheneHall bar in the ballistic regime, using a billiard model. We found that the trans-port properties, the Hall resistance and the bend resistance are very different whenone region is n-type and the other p-type. For the latter case, scattering at thepn-junctiIn the study the focus is on the theoretical models (and less onon (obey-ing a negative refraction index) results in a negative Hall resistance and a highlyasymmetric bend resistance.
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 9.2 Future perspectives
 • In Ch. 4 we found that 1D electrostatic superlattices in single-layer grapheneallow directing the motion of electrons perpendicular to the barriers. Thiskind of tuning of the spectrum could be used as an alternative of openinga gap in the spectrum to stop the electrons. In bilayer graphene we have asimilar effect for superlattices (see Ch. 6). Studying the behavior of thesesuperlattices more accurately (i.e., taking into account more details of thesystem), could allow to obtain a trustworthy model for tuning the collimationusing experimentally feasible parameters.
 • In Ch. 8 we simulated the transport properties of a graphene Hall bar usinga simple billiard model. The fact that ballistic transport is extensive ingraphene gives this model some credit as a good first approximation of thereal electronic behavior in such systems. This technique could be extendedeasily to other mesoscopic systems and to bilayer graphene.
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10Conclusies en toekomstperspectief
 In dit hoofdstuk geef ik een samenvatting van de resultaten van mijn thesis enmogelijke verdere studies gerelateerd aan dit werk.
 10.1 Samenvatting van deze thesis
 In deze thesis heb ik de elektronische transporteigenschappen in nanostructurenen een-dimensionale superroosters in grafeen theoretisch onderzocht. Door in dezestudie de focus eerder op het theoretisch modelleren (en minder op het praktischesimuleren van concrete systemen) te leggen konden meer algemene karakteristiekeeigenschappen van de systemen verkregen worden. De elektronische eigenschap-pen van systemen kunnen grotendeels bepaald worden door het bestuderen van deelektronische bandenstructuur of spectrum van het systeem. Zodoende heb ik hetspectrum en de consequenties ervan op elektronische transporteigenschappen, zoalsde conductiviteit en de toestandsdichtheid, uitgebreid onderzocht. Verder heb ik,om een beter inzicht te verkrijgen in het gedrag van elektronen in systemen zoalssuperroosters, eveneens de tunneling doorheen eenvoudige nanostructuren onder-zocht.
 In het eerste hoofdstuk wordt een introductie tot dit werk gegeven. Er wor-den een aantal manieren vermeld hoe grafeen kan bekomen worden en hoe mennanostructuren en superroosters kan creeren in grafeen. Om een idee te krijgenvan de toepasbaarheid van dit materiaal leg ik verder kort een aantal toepassingengebaseerd op grafeen uit, dewelke al zijn gerealizeerd sinds het jaar 2004. Daarnageef ik de motivatie voor dit werk en mijn contributies tot het onderzoeksdomein.
 Het tweede hoofdstuk is gewijd aan het introduceren van de algemene elek-tronische eigenschappen van grafeen, dewelke nodig zijn om het verdere werk tebegrijpen. Het theoretische kader dat we verderdoor in het werk zullen gebruikenwordt hier uitgelegd, en sommige van de gebruikte benaderingen worden verant-woord.
 In Hoofdstuk 3 toonden we aan dat het fenomeen van Klein-tunneling in grafeenhet resultaat is van, enerzijds het spectrum van grafeen dat geen bandkloof ver-toont, en anderzijds van de chiraliteit (omwille van de pseudo-spin) van de Dirac-(quasi-)deeltjes in grafeen. Dit hebben we aangetoond door tunneling door een
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 barriere in grafeen te vergelijken met deze van spinloze deeltjes die voldoen aan deKlein-Gordonvergelijking. Hoewel de Klein-Gordonvergelijking eveneens relativis-tische deeltjes beschrijft en eenzelfde spectrum als de Diracvergelijking heeft, leidtde eerste niet tot perfecte tunneling bij loodrechte inval op de barriere.
 In Hoofdstuk 4 vonden we dat, omwille van het fenomeen van Klein-tunneling,het introduceren van een bandkloof in het spectrum van grafeen onmogelijk is dooreen 1D elektrostatisch superrooster aan te leggen. Langsheen de richting van depotentiaal zal het spectrum steeds lineair blijven. In de richting parallel aan depotentiaalbarrieres van het superrooster wordt het spectrum echter sterk beınvloeddoor de aanwezigheid ervan. Twee fenomenen hebben we hierin onderzocht: (1)het verschijnen van extra Diracpunten, duidelijk geordend in de k-ruimte op de ky-as dewelke gelinkt kunnen worden met topologisch beschermde punten bij energienul, en (2) het fenomeen van collimatie, dit is het verschijnsel waarbij het spectrumnagenoeg dispersieloos in de ene richting is, terwijl het dat niet in de andere richtingis (waar het in ons geval lineair is). Door de parameters van het superrooster, nodigom deze fenomenen te verkrijgen, te onderzoeken, vonden we dat deze aan elkaargelinkt zijn: het verschijnen van een extra paar van Diracpunten in het spectrumwordt gekenmerkt door het dispersieloos zijn van dit spectrum in de richting parallelaan de barrieres.
 In Hoofdstuk 5 hebben we het Kronig-Penney model in eenlagig grafeen onder-zocht. Dit model dat bestaat uit periodisch aangelegde δ-functie barrieres is ergbelangrijk omwille van de link met de elektronische structuur van kristalstructuren.In kristallen kunnen de scherpe aantrekkingspotentialen van de ionen gemodelleerdworden door δ-functie barrieres. Daar de elektronen in grafeen zich gedragen als(ultra-)relativistische deeltjes kunnen we met dit model de relativistische uitbreid-ing van het Kronig-Penney model (in dit geval ook het Dirac-Kronig-Penney modelgenoemd) onderzoeken. Dit model resulteert in grafeen in een spectrum dat peri-odisch is in de grootte van de δ-functie barrieres. Voor δ-functie potentiaalbarrieresis de tight-binding-Hamiltoniaan die we gebruiken echter niet meer geldig (dit soortbarriere is niet glad over de afstand tussen de koolstof-atomen, een nodige voor-waarde). Voor 2D Dirac-deeltjes werkt dit model wel, en in deze context zijn dezeresultaten nuttig.
 In Hoofdstuk 6 bestudeerden we 1D elektrostatische superroosters in tweelagiggrafeen. Net als in Hoofdstuk 4 konden we aantonen dat extra Diracpunten in despectra verschijnen. Anders dan in enkellagig grafeen zijn er in tweelagig grafeenmeerdere soorten extra Diracpunten: er zijn eveneens extra Diracpunten mogelijkgelegen op de kx-as, deze zijn echter niet topologisch beschermd en kunnen “verdwi-jnen”. In tweelagig grafeen is er de mogelijkheid om door middel van het aanleggenvan een potentiaalverschil tussen de twee lagen een bandkloof te creeren. Een inter-essant systeem om te bestuderen is een superrooster, dat bestaat uit het periodischompolen van een aangelegde potentiaal tussen de twee lagen. We vinden dat deenkele vallei in de conductieband van het spectrum in twee anisotrope kegelvormigevalleien splitst. Deze splitsing in de k-ruimte, net als de anisotropie, vergroot metde aangelegde potentiaal.
 In Hoofdstuk 7 hebben we het Kronig-Penney model toegepast op tweelagig
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 grafeen. Ook voor tweelagig grafeen resulteert dit model in een spectrum datperiodisch is in de grootte van de δ-functie barrieres. In het geval van tweelagiggrafeen hebben we de geldigheid van het model nagegaan en vonden dat dit enkelgeldig is voor relatief lage barrieres.
 In Hoofdstuk 8 onderzochten we de invloed van een pn-junctie in een Hall-bar bestaande uit grafeen, in het ballistische regime en gebruikmakende van een“biljart”-model. We toonden aan dat de Hall- en de buig-weerstand voor dit sys-teem sterk afhangt van het type ladingsdragers, elektronen of holtes, in beide re-gio’s (links en rechts van de pn-junctie). Indien de dragers in de regio’s verschillendzijn, zal door o.a. de verstrooiing (onder invloed van de negatieve refractie-index)aan de pn-junctie een negatieve Hall-weerstand bekomen worden, alsook een sterkasymmetrische buig-weerstand.
 10.2 Toekomstperspectief
 • In Hoofdstuk 4 vonden we dat door een elektrostatisch superrooster in enkel-lagig grafeen aan te leggen het mogelijk was om de beweging van de elektronente beperken tot een richting, namelijk de richting loodrecht op de barrieres.Dit laat toe om de verboden richting te gebruiken als een alternatief voor hetverkrijgen van een bandkloof (de standaard-manier om elektronen te stop-pen). Ook in tweelagig grafeen kunnen we een dergelijk effect bekomen dooreen wisselend potentiaalverschil tussen de twee lagen te creeren zoals gezienin Hoofdstuk 6. Een nauwkeurigere studie van de voorwaarden om dit ef-fect te verkrijgen zou kunnen leiden tot een betrouwbaar model voor hetexperimenteel verkrijgen van gerichte elektronen in grafeen.
 • In Hoofdstuk 8 hebben we de transporteigenschappen van een Hall-bar ingrafeen gesimuleerd gebruikmakend van een eenvoudig biljart-model. Dezemanier van werken is effectief in grafeen omwille van het feit dat grafeen eenrelatief grote vrije weglengte bezit (wat ballistisch transport geeft). Dezetechniek kan eenvoudig uitgebreid worden voor andere systemen en/of twee-lagig grafeen.
 113

Page 124
                        


Page 125
                        

ASingle-layer graphene
 A.1 Crossing points for unequal barrier and well widths
 Suppose a solution (ε, kx = 0, ky) of the dispersion relation (Eq. (4.3)) is known forwhich the derivative ∂ε/∂ky at a certain ky value is undefined; then this ky value canbe a crossing point. The condition for such a solution is sin(λWw) = sin(ΛWb) = 0,and cos(λWw) = cos(ΛWb) = ±1, which entails
 λWw = jπ,
 ΛWb = (j + 2m)π,(A.1)
 with j and m integers. Explicitly we obtain[(ε+ uWb)
 2 − k2y
 ]W 2w = (jπ)2,[
 (ε− u(1−Wb))2 − k2
 y
 ]W 2b = ((j + 2m)π)2.
 (A.2)
 Subtracting the second equation from the first one in (B2) gives
 2uε− u2(1− 2Wb) = π2
 (j2
 W 2w
 − (j + 2m)2
 W 2b
 ), (A.3)
 from which the corresponding value of the energy ε can be extracted. Substitutingthis value in the first of Eqs. (A.2) one obtains
 εj,m =u
 2(1− 2Wb) +
 π2
 2u
 (j2
 W 2w
 − (j + 2m)2
 W 2b
 ),
 kyj,m = ±[(εj,m + uWb)
 2 − (jπ/Ww)2]1/2
 .
 (A.4)
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BBilayer graphene
 B.1 Eigenvalues and eigenstates
 Starting with the 4×4 Hamiltonian for a one-dimensional potential V (x, y) = V (x),the time-independent Schrodinger equation Hψ = Eψ leads to
 −i(∂x − ky)ψB = ε′ψA − ψB′ ,
 −i(∂x + ky)ψA = ε′ψB ,
 −i(∂x + ky)ψA′ = ε′ψB′ − ψA,−i(∂x − ky)ψB′ = ε′ψA′ ,
 (B.1)
 The spectrum and the corresponding eigenstates can be obtained, for constantV (x, y) = V , by progressive elimination of the unknowns in Eq. (B.1) and solutionof the resulting second-order differential equations. The result for the spectrum is
 ε = u+ 1/2±√
 1/4 + k2,
 ε = u− 1/2±√
 1/4 + k2.(B.2)
 The unnormalised eigenstates are given by the columns of the matrix GM, where
 G =
 1 1 1 1
 fα+ fα− fβ+ fβ−−1 −1 1 1
 fα− fα+ −fβ− −fβ+
 , (B.3)
 with fα,β± = −i(ky ± i(α, β))/ε′; α = [ε′2 + ε′− k2y]1/2 and β = [ε′2− ε′− k2
 y]1/2 arethe wave vectors. M is given by
 M =
 eiαx 0 0 0
 0 e−iαx 0 00 0 eiβx 00 0 0 e−iβx
 . (B.4)
 117

Page 128
                        

APPENDIX B. BILAYER GRAPHENE
 The wave function in a region of constant potential is a linear combination of theeigenstates and can be written
 Ψ(x) =
 ψAψBψB′
 ψA′
 = GM
 ABCD
 . (B.5)
 We can reduce its complexity by the linear transformation Ψ(x)→ RΨ(x) where
 R =1
 2
 1 0 −1 00 1 0 −11 0 1 00 1 0 1
 , (B.6)
 which transforms Ψ(x) to Ψ(x) = (1/2)(ψA−ψB′ , ψB−ψA′ , ψA+ψB′ , ψB+ψA′)T .Then the basis functions are given by the columns of GM with
 G =
 1 1 0 0
 α/ε′ −α/ε′ −iky/ε′ −iky/ε′0 0 1 1
 −iky/ε′ −iky/ε′ β/ε′ −β/ε′
 . (B.7)
 The matrix M is unchanged under the transformation R and the new Ψ(x) fulfilsthe same boundary conditions as the old one.
 B.2 KP model: transfer matrix
 We denote the wave function to the left of, inside, and to the right of the barrierby ψj(x) = GjMjAj , with j = 1, 2, and 3, respectively. Further, we have G1 = G3
 and M1 = M3. The continuity of the wave function at x = 0 and x = Wb givesthe boundary conditions ψ1(0) = ψ2(0) and ψ2(Wb) = ψ3(Wb). In explicit matrixnotation this gives G1A1 = G2A2 and G2M2(Wb)A2 =M1(Wb)G1A3, where A1 =G−1
 1 G2M−12 (Wb)G−1
 2 G1M1(Wb)A3. Then the transfer matrix N can be written asN = G−1
 1 G2M−12 (Wb)G−1
 2 G1M1(Wb). Let us define N ′ = G2M−12 (Wb)G−1
 2 , whichleads to ψ1(0) = N ′ψ3(Wb).
 To treat the case of a δ-function barrier we take the limits V →∞ and Wb → 0such that the dimensionless potential strength P = VWb/~vF is kept constant.Then G2 and M2(Wb) simplify to
 G2 =
 1 1 0 0−1 1 0 00 0 1 10 0 −1 1
 , (B.8)
 M2(Wb) =
 eiP 0 0 00 e−iP 0 00 0 eiP 00 0 0 e−iP
 , (B.9)
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 and N ′ becomes
 N ′ =
 cosP i sinP 0 0i sinP cosP 0 0
 0 0 cosP i sinP0 0 i sinP cosP
 . (B.10)
 B.3 KP model: 2× 2 Hamiltonian
 Using the 2 × 2 Hamiltonian instead of the 4 × 4 one can sometimes lead to un-expectedly different results; below we give a few examples. In a slightly modifiednotation pertinent to the 2×2 Hamiltonian we set α = [−ε+k2
 y]1/2, β = [ε+k2y]1/2,
 and use the same dimensionless units as before.Bound states for a single δ-function barrier u(x) = Pδ(x), without accompany-
 ing propagating states, are possible if ky = 0 or k2y > |ε|. In the former case the
 single solution is ε = −sign(P )P 2/4. In the latter one the dispersion relation is
 ε2(P + 2α)(P − 2β) + 2P 2k2y(αβ − k2
 y) = 0. (B.11)
 The dispersion relation for the KP model obtained from the 2× 2 Hamiltonianis
 cos(2kL) + 2F1 cos(kL) + F2 = 0, (B.12)
 where
 F1 = − cosh(βL)− cosh(αL) +P
 2βsinh(βL)− P
 2αsinh(αL),
 F2 =1
 αβε2
 {αβ(ε2 + k2
 yP2/4)
 + β cosh(βL)[α(2ε2 − k2
 y) cosh(αL) + ε2P sinh(αL)]
 −P2
 sinh(βL)[α(ε2 − k4
 y/2)P sinh(αL) + 2ε2α cosh(αL)]}
 .
 (B.13)
 B.4 Current density
 We want to find expressions for the current density of the 4×4 Hamiltonian bilayergraphene, therefore we follow the normal procedure of taking the current densitydefinition from the continuity equation ∂t|ψ|2 +∇· j = 0. The continuity equationis
 ∂t|ψ|2 +∇ · j = 0 (B.14)
 We try to find the current-density j in the following. The Schrodinger equation isgiven by
 i~∂tψ = −i~vα ·∇ψ + τψ (B.15)
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 where
 α =
 (σ 00 σ
 )and τ =
 0 0 0 t0 0 0 00 0 0 0t 0 0 0
 (B.16)
 With the Pauli-matrices σx =(
 0 11 0
 ), σy =
 (0 −ii 0
 ), σz =
 (1 00 −1
 ). The Schrodinger
 equation, plus its Hermitian conjugate is given by{i~∂tψ = −i~vα ·∇ψ + τψ
 − i~∂tψ† = i~v(∇ψ†) ·α† + ψ†τ †(B.17)
 Left-multiply the first equation by ψ† and right-multiply the second by ψ.{ψ†∂tψ = −vψ†α ·∇ψ + ψ†τψ
 − (∂tψ†)ψ = v(∇ψ†) ·αψ + ψ†τ †ψ
 (B.18)
 subtract the second from the first
 ψ†∂tψ + (∂tψ†)ψ = −v[ψ†α ·∇ψ + (∇ψ†) ·αψ] + [ψ†τψ − ψ†τ †ψ] (B.19)
 Second term is zero
 ψ†∂tψ + (∂tψ†)ψ = −v[ψ†α ·∇ψ + (∇ψ†) ·αψ] (B.20)
 ⇒ ∂tψ†ψ = −v[ψ†∇ ·αψ + (∇ψ†) ·αψ] (B.21)
 ⇒ ∂tψ†ψ = −∇ · [vψ†αψ] (B.22)
 Such that comparing with the continuity equation we obtain the current densityj = vψ†αψ.
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